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Abstract

This thesis describes a study of the inductive effect in derivatives of
bicyclo[1.1.1]pentane; chosen because it eliminates any possibility of conjugation
between the substituent and probe, and keeps the steric effect constant by providing a
rigid backbone. The substituent effects, both upon a silicon center and transmitting
through silicon atoms, in these systems were studied using Density Functional Theory
and the isodesmic reaction approach to Hammett’'s methods. The electron density
distribution was analyzed using the Quantum Theory of Atoms in Molecules.

Although less sensitive to substitution, it was discovered that the effect as
measured on a Si-probe (-Si(OH)3) is the same as that measured using a C-probe (-
COOH). In both cases, the transmission of the “so-called” inductive effect appears to
operate in the same fashion: through the molecule using the atomic dipole moment.
The x-component (axis connecting the substituent and probe) of the substituent dipole
was determined to be the controlling property. Despite minor differences in structure,
replacing the backbone atoms with silicon appears to have little effect upon the
mechanism of transmission, but a general decrease in sensitivity, to the effect of
substitution, is apparent. As the atomic dipole moment conforms to the principle of
atomic transferability, it is possible to describe the inductive effect in terms of the
substituent-only dipole (u«(Ry); determined for the RH system). In fact, we were able to
replace the substituent constant, an empirically derived parameter, with u.(Ry), a
guantum mechanically derived parameter. Linear free energy relationships to describe

the inductive effect with puy(Ry), as well as an electronegativity term and steric terms to



describe the backbone and probe, were developed that essentially recreate the entire

substituent effect.
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Chapter 1: General Introduction



Silicon chemistry is a vast and diverse field with possible applications in biological
fields (e.g. in plant' and animal life,>* and drug design®) and in manufacturing (e.g.
ceramics,” polymer chemistry6 and lasers’). The most interesting aspects of Si chemistry
are also what make it so complicated. Unlike its first row analog, carbon, Si can adopt
coordination schemes ranging from 2- to 6-coordinate geometries. Although it is
isoelectronic with C, Si has a greater atomic radius, a greater polarizability, and the
opportunity to employ (p—d)m, (p—d—d)m, etc. interactions.® In addition, silicon
compounds like silicates have a tendency to oligomerize® under ambient conditions
making preparation and characterization extremely difficult. Investigations of silicon
systems tend to rely on phenomena observed for their carbon based counterparts and

10-12
),

relationships developed for organic reactions (e.g. the Hammett equation an

approach that, historically,’>** does not perform particularly well.

1.1 Substituent Effects

Substituent effects continue to be one of the most ubiquitous and least
understood concepts in chemistry. In general terms, substituent effects refer to the
changes in chemical properties, such as reactivity, of a molecule due to a group, or
atom, when compared to its unsubstituted counterpart (when the substituent is simply
a hydrogen atom).” This overall effect is generally divided into different contributions:
steric, resonance, and inductive effects are most common.

The International Union of Pure and Applied Chemistry (IUPAC) defines the steric

effect as the resulting change in a property upon the introduction of a substituent with a



different steric requirement and is generally related to the overall size of the substituent

f.1® Steric effects, or strain in a molecule, tend to come from non-bonded

itsel
repulsions, bond angle strain, and bond stretches or compressions. Steric effects can be
avoided by increasing the distance between the substituent and the probe (where the
effect is being measured) such that they no longer spatially interact. This is generally
achieved by using some sort of molecular linker, or backbone, to transmit the effect.

Resonance effects describe the effect a substituent has on reactivity through
electron delocalization, and thus require a conjugated network of n-bonds.®
Substituents can be placed into two groups based on the type of effect they exert:
electron withdrawing groups (EWGS, which are said to have a negative effect, and
electron donating groups (EDGs), which are said to have a positive effect.” Resonance
effects can be easily avoided by employing a fully saturated backbone.

The inductive effect is arguably the most important of all substituent effects
because it is always in operation. The concept, originally introduced by Ingold,*® is now
defined by IUPAC as an experimentally observable effect of the transmission of electron
density through o-bonds via electrostatic induction.™® Classically suggested to
propagate via consecutive polarizations of bonds, the electron density is said to flow
from a substituent of lower electronegativity to one with higher eIectronegativity.19
Simultaneously, the transmission of electron density can occur through space and this
mechanism is termed the field effect.’® Field effects are generally described in terms of

induced dipole interactions, or even dispersion forces. The separation of the inductive

and field effects is problematic as both occur simultaneously and most often operate in



the same direction. Both are defined by Coulombic relationships and therefore decay

19,20

with distance. The indivisibility of the two effects has led many groups to combine

both under the inductive effect title, regardless of the mechanism of operation, and

invoke the term “the so-called inductive effect”.?

1.2 Quantifying Substituent Effects

To simplify studies of substituent effects, most molecules are separated into three
parts: the substituent (designated as R through this discussion), a backbone (B) through
which the effect is transmitted, and a probe (P) where the effect is measured.

One of the first methods to calculate substituent effects, now most widely used

1012 He was the first to

for organic reactions,”® was postulated by Hammett.
systematically study the effects of substituents on the properties of a functional group,
and his simple empirical relationship became known as the Hammett equation.
Hammett noticed a relationship between the acid-dissociation constant for the
substituted benzoic acid (Kg) and that of the unsubstituted acid (Ky) according to
equation 1.1, where ¢ is the substituent constant, which depends on the nature of the

substituent and on its position on the ring.

K

log <K—Z> =op (1.2)

Ortho-substitution was not used because of the addition of steric complications
between the substituent and probe. The values of the constants were determined using
the results of 52 different reaction series. p is the reaction constant, which depends on

the reaction conditions and the nature of the probe group. Hammett suggested his
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reaction constants take the form of equation 1.2,°* where R is the universal gas
constant, T is the absolute temperature, d is the distance between substituent and
probe, and D is the dielectric constant of the solvent.

(%) + B, (1.2)
RTd?

p=
The constants B; and B, are more ambiguous. Bj is said to depend on the electrostatic
interaction between the compound and solvent, while B, is taken as a measure of the
sensitivity of the reaction to changes in charge density at the probe. A positive p implies
that the reaction is favoured by low electron density at the probe, while a negative p
requires high electron density. For benzoic acids in water, at 25°C p was defined as
1.000.% The use of the relationship in Equation 1.1 has been criticized due to its
empirical nature,” but the constants have been used to describe a large body of data
with a mean deviation of only 15%.%

Although it was originally developed using the equilibrium constants of benzoic
acids, the Hammett equation has since been extended to other organic systems, and to
other properties such as infrared frequencies,® nuclear magnetic resonance (NMR)
chemical shifts,? polarographic electroreductions,®® isotropic effects,”’, and mass
spectra.28 The Hammett equation has also been extended via the separation of
inductive (o)) and resonance (oR) effects according to equation 1.3.%°

0 = 0; — 0y (1.3)
With the separation of constants, the Hammett equation can be rewritten for any

property (Y) according to equation 1.4.%



Yz =Yy = p107 + prOg (1.4)

Yr represents the property in the substituted compound and Yy that in the unsubstituted
compound, and the proportionality constants p, and pr are obtained through multiple
linear regression analysis.*>*°

Separation of resonance and inductive effects is important as each can have a
different, and sometimes even opposite, effect upon reactivity. Alkyl groups are
electron donating, but can only add density through the inductive effect. Substituents
like the halogens or hydroxyl are electron withdrawing though o-bonds, but actually
donate density via n-rtinteractions. Separation of these effects is also important with
respect to the structure of a molecule. Using the para- and meta-substituted benzoic
acids as an example, the same substituent in each could have a different effect. The

distance between the substituent and probe group (carboxylic acid) is longer in p-

substitution, and the angular direction through-space is also different.

1.3 Bicyclic Hydrocarbons

Bicyclic hydrocarbons have been used as a backbone to separate substituents by
ensuring only the inductive effect is in operation. The saturated o-bond network makes
resonance impossible, and the substituent and probe are held at a distance to keep
steric interaction constant (which can then become a part of the reaction constant).*’
The bicyclo[2.2.2]octane structure, shown in Figure 1.1, was originally suggested
because substitution at the 4-position ensured the number of C—C bonds between

substituent and probe was essentially the same as in the p-substituted benzoic acids,*



4-substituted 3-substituted 3-substituted
bicyclo[2.2.2]octane bicyclo[2.2.2]octane bicyclo[1.1.1]pentane

Figure 1.1. Common bicyclic hydrocarbons used in inductive effect studies:

bicyclo[2.2.2]octane and bicyclo[1.1.1]pentane.



while substitution at the 3-position is related to the m-substituted benzoic acids.*® The
rigid backbones also force the substituent and probe to be coplanar, thus removing any
angle dependence of the distance. Bicyclo[1.1.1]pentane (see Figure 1.1) has also been
used as a backbone in inductive effect studies. The main advantage of using the
bicyclo[1.1.1]pentane backbone over the bicyclo[2.2.2]octane backbone is that the
shorter distance between the substituents and probe should lead to a more sensitive

effect.®

1.4 Isodesmic Reactions

In order to investigate a substituent effect, or in this case the inductive effect, it is
more efficient to use isolated molecules than rely on solution reactivities.*® Isolated
molecules would be more sensitive to minute changes in structure and electron density;
one could avoid any artificial changes due to system interaction, such as solvent
stabilization. This fact leads to the usefulness of quantum chemical calculations: their
ability to accurately determine the thermochemistry of single, isolated, molecules.
Quantum calculations also make it possible to test systems that are difficult or
impossible to synthesize, as well as study microscopic properties that may not be
resolvable experimentally.

An important tool in the study of substituents via quantum chemical or
computational calculations is the isodesmic reaction:*° a special category of reactions
where the number and types of bonds are the same on both sides of the reaction.®

Three examples using systems already discussed are shown in Scheme 1.1. An



SCHEME 1.1




isodesmic reaction is particularly useful as it functions to reduce the errors associated
with some common approximations like incomplete basis sets, the set of function used
to create the molecular orbital that must be truncated in order to calculate, and
incomplete correction for electron correlation.®® Electron correlation errors are related
to the fact that in simple Hartree-Fock theory the motion of electrons is considered
correlated even at long distances, and thus bond breaking reactions, like acid-base
dissociations, are problematic. It is possible to correct for this, but complete corrections
are impossible (discussed in more detail in Chapter 2). The use of an isodesmic reaction
treats this error as systematic, and therefore it cancels.

Isodesmic reactions are also important in that they exploit the relationship of the
Hammett equation to linear free energies. Equation 1.1 is a linear free energy
relationship,?” and equation 1.4 can be related to isodesmic reactions. This stems from
the proportionality between the left hand side of the equations (logKg — logKy) and the
differences in the free energies for the substituted and unsubstituted compounds.

Using the first reaction in Scheme 1.2 for substituted benzoic acid, the derivation in
equation 1.5 shows how the isodesmic reaction energy can be directly related to the
Hammett relationship of equation 1.1. HA refers to the acid species, CB refers to the
conjugate base species, and the subscripts R and H corresponding to the substituted and

unsubstituted species, respectively.

10



log(Kg) — log(Ky) = op
log (e‘ARG/RT) — log (e‘AHG/RT) =op
AyG — ARG = op (1.5)
[G(HAy) — G(CBy)] — [G(HAR) — G(CBR)] = op
[G(HAy) + G(CBR)] — [G(CBy) + G(HAR)] = op
AisoG = 0p

One potential problem with the isodesmic reaction approach is that the reactions
shown in Scheme 1.1 all involve two separate, but simultaneous interactions: the effect
of R on the carboxylic acid probe in its protonated state, and that on its deprotonated
state. These two interactions can be separated by splitting the overall reaction into two
separate isodesmic reactions,® one for each effect. In Scheme 1.2, HA refers to the
effect upon the acid species only and CB refers to the effect upon the conjugate base

only.

1.5 Substitution and Silicon Systems

The majority of substituent effect studies involving silicon treat the center as a
substituent and not as a probe. Work involving the effect upon a center began with
Taft, who measured the effect in organic carbonyls.35 It was Taft who first suggested
the requirement of a term to describe the steric effect to the original Hammett equation

as in equation 1.6.

log(Kg) — log(Ky) = op + SE, (1.6)
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SCHEME 1.2
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Cartledge defined a series of steric parameters specifically for silicon, Es(Si), due to the
size difference between C and Si.®> These steric parameters were calculated using the
acid-catalyzed hydrolysis of silanes (R3SiH) with a variety of alkyl groups.

More recently, Ploom and Tuulmets investigated the inductive effect in Si
chemistry™ using the method described by Exner and Bohm.** They discovered that the
addition of an electronegativity term, as outlined in equation 1.7, was needed to fully

describe the effect.

log(Kg) — log(Ky) = op + {x + SE4(Si) (1.7)

Most of their organosilicon centers take the form RSi(CHz),Cl and therefore do include
steric effects at the Si center. To date there has been no study of the inductive effect at
Si that removes the complicating steric hindrance.

Another aspect of substituent effects in silicon systems is the manner in which
the effect transmits through a Si atom. One of the few studies of this nature was
undertaken by Yoder et al® They studied the transmission of substituent effects though
a disilane bond using the NMR coupling constants and chemical shifts as probes in
molecules of the form RSi(CHs),Si(CHs)s and RSi(CHs),Si(CH3),N(CHs),. They found that
the Si—Si bonds was less effective at transmitting substituent effects than the C—C
counterpart, and even behaved as an insulator rather than a conductor in some cases.

In this investigation we aim to answer two main questions: what is the effect of
substituents on a silicon center and how does the effect transmit through silicon
containing backbones. To do this, we will use the bicyclo[1.1.1]pentane backbone to

ensure only the “so-called” inductive effect is operating and employ a variety of
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substituents (chosen to cover a range of electronegativity, x). Liis electropositive
(x=1.00) and has been previously shown to adopt bonds that are highly ionic in nature.
However, it is commonly referred to as an electron donating group in substituent effect
studies,?” and will be used as such here due to the small number of inductively donating
substituents. Using the well documented carboxylic acid probe as a benchmark, a silicic
acid type probe (Si(OHs)) will be used to measure the effect of the substituents on
silicon using the isodesmic reaction approach to solving the Hommett equation. The
Quantum Theory of Atoms in Molecules (see Chapter 2) will be employed to determine
how the substituents perturb the electron density distribution. As illustrated in Scheme
1.3, we will systematically replace the carbon atoms within the bicyclo[1.1.1]pentane
backbone with silicon atoms to determine the effect upon the mechanism of

transmission.
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Chapter 2: Computational Theory and Methods
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Throughout this thesis, Density Functional Theory (more specifically the
parameter-free hybrid functional PBEO) was used to optimize the structure for and
determine the energy of the bicyclo[1.1.1]pentane systems. The accuracy of the
resultant energies was confirmed using a composite method, known for achieving highly
accurate thermochemistries (CBS-QB3). The same model chemistry (PBEO/6-
31++G(d,p)) was used in all calculations to ensure consistency. Central to any study of
the “so-called” inductive effect, the electron density distribution was analyzed according

to Bader’s Quantum Theory of Atoms in Molecules.

2.1 Density Functional Theory

Conventional quantum chemistry, uses the wavefunction (W;) because it includes
all information about the specific state of the system and can be used to determine any
physically observable property of the system if one knows the appropriate operator (Q
for a general operator).®® For example, in equation 2.1 the Hamiltonian operator, H, for
a molecular system described by the function of the g; and ga electronic and nuclear
coordinates — which includes M nuclei and N electrons — returns the total energy, E;, of
the system.

7 2.1
HY;(q:,q94) = E;¥:(qi,q4) (2.1)

Unfortunately, the wavefunction is a vastly complex quantity: it depends on 4N
variables, one spin variable and three spatial variables for each of N electrons (after the
nuclear positions have been fixed), and is almost completely uninterpretable. Density

Functional Theory (DFT) stemmed from the idea that a simpler, physical observable
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could be used to determine the energy of the system. The basic premise behind DFT is
that the electron density can be used, instead of the wavefunction, to determine the

energy, and thereby other properties, of a molecule.?**°

The electron density, p(r), is
given by a multiple integral over the spin coordinates of all electrons and all but one of

the spatial variables because electrons are indistinguishable:40

p(r) = Nf ...fl‘{’(xl,xz, X)) |2ds dxy oxy (2.2)

p(r) is a non-negative function, which goes to zero at infinity and integrates to give the

total number of electrons, N.

N = jp(r)dr (2.3)

While there were previous approximations which used the electron density,
contemporary DFT got its roots with Hohenberg and Kohn in 1964.*' The two theorems
presented in their paper (the proof of existence and the variational principle) form the

basis for all DFT.

2.1.1 Hohenberg-Kohn Theorems

The first theorem states that “the external potential Vey(r) is (to within a
constant) a unique functional of p(r); since, in turn Vex(r) fixes H we see that the full
many particle ground state functional of p(r)” (sic).** In DFT the electrons interact not
only with one another, but also an external potential. In a uniform electron gas, as was
used in the proof of the existence theorem, the external potential is defined as a

uniform positive charge. In a molecular system, the external potential is the attractive
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forces between the nuclei and electrons. The electron density determines not only the
external potential, the Hamiltonian and the ground-state wavefunction, but also the
excited-state wavefunctions.*

Although the existence theorem shows the utility of the density, it does not
describe how to predict the density. In the second theorem, Hohenberg and Kohn
showed that the density obeys the variational principle.** One can evaluate the
expectation value of the energy, by optimizing the orbital coefficients, which must be

greater than or equal to the true energy.

2.1.2 Kohn-Sham Approach

Kohn and Sham proposed to simplify the Hamiltonian by treating the system as if
the electrons were non-interacting.42 If this was the case, the Hamiltonian could be
expressed as a sum of one-electron operators. The Kohn-Sham (KS) approach takes a
fabricated system of non-interacting electrons with the same density as the real system
as the starting point, and uses this to separate the energy into components according

to:39

Elp(M)] = Tulp(M] + Vae[p(N] + Vee [p(r)] + AT[p(r)] + Al [p(r)]  (2.4)

The terms in equation 2.4 correspond to the kinetic energy of the non-interacting
electrons, the nuclei-electron interaction, the classical electron-electron repulsion, the
correction to the kinetic energy of the electrons required because of their interactions
in the real system, and all non-classical corrections to the electron-electron repulsion,

respectively. The attraction between nuclei and electrons is defined as*
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nuclei

Z
help@l = D [ Empryar (25)
A

where Z, is the atomic number of atom A, and ra is the radial distance from atom A. The

classical electron-electron repulsion is given by:39

Ve [p(r)] = jfp(rl)p(m rydr, (2.6)

where 7, and r, are dummy integration variables, which run over all space. Using bra-

ket notation in terms of orbitals, equation 2.4 can be rewritten as

N nuclei

Elo(r)] = | (1|52 90 Z | @0

i

(2.7)
p(r ) ,
+Z<¢l| fl r|¢i>+Exc[p(r)]
Where N is the total number of electrons and the density, p, is given by
N
p= (#ilg) 2.8)
i=1

In equation 2.7 the two correction terms have been combined in E,[p(r)], which is
generally termed the so-called exchange-correlation energy (discussed in Section
2.1.3).%

The KS approach follows a Self-Consistent Field (SCF) method. The many-
electron operator can be described as a product of one-electron operators, or orbitals.
These orbitals are assumed to be orthonormal and are given as a linear combination of
atomic orbitals (LCAO), x;, weighted by coefficients c;; as in equation 2.9 (discussed in

more detail in Section 2.2).
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N

¢; = Zcij)(i (2:9)

i=1

The Hamiltonian operator can then be rewritten as:
N
i= Z RS (2.10)
2
i=1

where h¥S is the KS one-electron operator and is defined as:

nuclei

1 Z r'
hES = — 22 - Z - P i v (2.11)
2 - |1y — 73|

lry — 7’|
and V, is a functional-derivative given in equation 2.12.

oE
=% (2.12)
dp

xc

The orbitals that minimize the energy can be found using the following relationship,
where ¢€; is the energy:

hiSp; = &¢; (2.13)
To determine the KS orbitals, they are expressed as a set of basis functions (Section 2.2)
and then the orbital coefficients are determined iteratively by solving the secular
equation, represented by a Slater determinant as in equation 2.14, to determine a set of

orbital energies.a9

$1(1D) ¢(1) .. Py(D)
b =L |01 622 .. ¢n(@ (2.14)
SD : : . :

¢1(N) 2 (N) ... Pn(N)

DFT, by definition, is an exact theory and all that must be known is how E,.

depends on p(r).*® Unfortunately, the theorems give no indication as to the functional
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form or how to discover it. Consequently much time has gone into determining the

exact or best form for E,..

2.1.3 Exchange-Correlation Functionals

The so-called exchange-correlation energy accounts for the differences between
the classical and quantum descriptions of electron-electron repulsion, and the kinetic
energies of the non-interacting and interacting systems. Our work employs hybrid
approaches (Section 2.1.3.3), which depend on the local and generalized gradient
approximations. Therefore, these three methods will now be discussed: the local
density approximation, the generalized gradient approximation, and hybrid methods.

Most functionals use the following syntax to define B

Eelp(M)] = f pMexclp(]dr (2.15)

where E, is described as an interaction between an energy density (g,; which depends
on the electron density) and p(r). The energy density is a sum of exchange and
correlation contributions and, as an example, the Slater exchange energy density is

defined as:

1/
&lp(r)] = - 9?05 @) ’ p/3(r) (2.16)

Spin densities are depicted in terms of { (equation 2.17), where individual functionals of

the o and B densities are used.*

p*(r) — pP(r)
p(r)

{(r) = (2.17)
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2.1.3.1 Local Density Approximation (LDA)

Originally the LDA referred only to those functionals where g, at any position
could be determined from the electron density at that position (the local density). The
local density is treated as a uniform electron gas, which leads to a=2/3 in equation 2.16
(other models yield different a values; for example, the Slater model has a=1, and the

Xa model has a=3/4). The LDA can be extended to include spin polarization with:*°
exlp(r), {1 = &lp(r)]

A+ +1 -0 —2| (218
2 (21/3 - 1)

€2 is given in equation 2.16, and &} is derived from considering a uniform electron gas

+{exlp(M] - e2[p(M1}

where all electrons have the same spin. In this case, the approximation takes the title
Local Spin Density Approximation (LSDA).* The correlation energy is more complex as
there is no analytical derivation for even the simple uniform electron gas. Monte Carlo
methods were used to estimate the correlation energy of the uniform gas; by
subtracting the analytical exchange energy from the total energy at several densities.
Local functionals, including one analogous to equation 2.18, were designed by Vosko,
Wilk, and Nusair® using a fitting scheme to the correlation energies. The fitting scheme
interpolates within the unpolarized ({=0) and polarized (Z=1) limits, and is expressed in

terms of r instead of p (equation 2.19).%

£

WN (TS, () - gc(rs' 0) + €a (T') [f//(o)

4
l 1= (2.19)

+ [Ec(rsr 1) - SC(TS, 0)]f(€){4
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In general, LSDA underestimates the exchange energy by approximately 10%,
and overestimates electron correlation by a factor of 2. Th