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Abstract

Robots are increasingly essential in various fields, excelling in tasks from routine operations

to hazardous situations. Enhancing robots with human-like capabilities, such as tactile

sensing, broadens their potential applications. Tactile sensors enable robots to perceive and

interact with their environment similarly to humans. This research focuses on leveraging

tactile sensors to classify textures on uneven surfaces, an area previously unexplored in the

literature. By collecting data points along predefined paths on object surfaces, we minimized

assumptions about the object’s geometry, making the system more flexible and adaptable.

These data points guided the robot’s trajectory, during which tactile data were systematically

gathered on the surface of uneven objects, marking a pioneering effort in this area.

To improve texture classification and reduce processing time, we employed a sliding

window approach, segmenting the dataset into smaller overlapping windows for multi-scale

analysis. In addition to data from uneven surfaces, we supplemented our dataset with tactile

data from even surfaces from another study. We applied advanced deep learning models,

including convolutional neural networks (1D CNN), recurrent neural networks (bidirectional

LSTM), and hybrid architectures, to classify tactile textures using time-series data. The

models achieved average accuracy, precision, and recall rates of 92.3%, 92.4%, and 92.3% for

uneven surfaces, and 96.9%, 97.0%, and 97.0% for even surfaces.

This study demonstrates the importance of tactile sensing in robotic systems, particularly

for texture classification on uneven surfaces. By incorporating MARG and barometer sensors

into the Open Manipulator X, this research advances tactile perception in robotics, equipping

robots to interact more effectively with diverse environments. The findings set the stage for

future applications where precise tactile perception is essential.
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Chapter 1

Introduction

Robotic interaction with the environment plays a pivotal role in enabling robots to perform

various tasks autonomously and effectively [1]. For robots to operate effectively and safely,

they need a sophisticated understanding of their surroundings. Also, When it comes to

tackling complex tasks, the collaboration between humans and robots is indispensable. This

collaboration combines the precision and repeatability of automation with the adaptability

and decision-making capabilities of human operators [2], [3]. For robots to interact with

humans safely, it is vital that they perform actions securely, which heavily relies on their

keen perception of the environment. This capability underscores the critical importance of

ensuring safety and efficiency in various industries [4].

The safe and efficient operation of robots heavily depends on the perception capabilities

enabled by the sensors. Sensors act as the robot’s ”eyes, ears and tactile sensation,” [5],

[6], [7] providing crucial data about the environment, including object properties, spatial

relationships, and external conditions hat guides robots in navigating, manipulating objects,

and interacting with their environment.

One specific type of sensor, the tactile sensor, plays a particularly critical role in robot

manipulation tasks [8]. Tactile sensors mimic the human sense of touch, enabling robots to

perceive object properties like texture, shape, temperature, and compliance through physical

contact [9]. This information is invaluable for robots to perform tasks requiring delicate

manipulation, such as assembling intricate components or handling fragile objects.
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However, while vision sensors are widely used for environmental perception, they have

limitations. Factors like lighting variations, occlusions, and limited depth perception can

significantly hinder the effectiveness of vision-based approaches. For instance, a robot relying

solely on vision might struggle to distinguish a dark object from a shadow in a poorly lit

environment. Moreover, vision-based approaches may struggle with occluded or cluttered

environments, where objects are partially or fully obstructed from view.

Unlike vision-based approaches, tactile sensing is less susceptible to environmental factors

such as lighting conditions, making it particularly useful in diverse and unpredictable envi-

ronments. Therefore, while vision plays a significant role in robot-environment interaction

[10], its limitations necessitate the exploration of complementary solutions. Tactile sensors

offer a valuable alternative, providing information about the physical properties of objects

that vision alone cannot capture. for example, By analyzing tactile signals, robots equipped

with tactile sensors can discern subtle differences between textures that may not be easily

distinguishable through vision alone [11]. Additionally, tactile sensing can enhance vision-

based approaches, as both modalities can be combined to achieve a more comprehensive

understanding of the environment [12].

One notable advantage of tactile sensors is their ability to gather data essential for tex-

ture classification, which is pivotal for dexterous robot manipulation [13]. This capability

enables robots to distinguish between different surface textures for various applications such

as object recognition, manipulation, and navigation. As robots are increasingly tasked with

manipulating objects in real-world environments, one crucial aspect of successful manipu-

lation is the ability to distinguish between different textures [14]. This information plays a

vital role in tasks like grasping objects securely, differentiating delicate items from sturdy

ones, or even identifying objects based solely on their surface feel.

Tactile sensors capture information about surface roughness, friction, and other tactile

properties through contact with objects, offering rich data that can be utilized for texture

classification tasks [15], [16]. Mimicking the human sense of touch, tactile sensors provide
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robots with the ability to perceive object properties through physical contact. These sensors

measure various physical parameters like pressure, vibration, and temperature, creating a

rich dataset that allows robots to ”feel” the texture of an object.

Recognizing textures on uneven surfaces remains a significant challenge in the field of

tactile perception. Despite advancements in robotic sensing technologies, accurately classi-

fying textures on irregular surfaces is still an open problem. This challenge serves as the

primary motivation for this work. In the following sections, I will discuss my approach to

utilizing tactile sensors to address this issue and outline the structure of the research frame-

work. The approach involves innovative techniques for collecting and processing tactile data,

enabling more precise texture classification even on complex surfaces. Subsequently, I will

delve deeper into each aspect of this methodology in the subsequent chapters, providing a

comprehensive overview of the research conducted and the solutions proposed to overcome

the identified challenges.

1.1 Objectives

Addressing the ongoing challenge in tactile perception, particularly the accurate recognition

of textures on uneven surfaces, this research introduces a novel method for classifying tactile

textures by meticulously collecting tactile data from such surfaces. The objective is to em-

power the robot to classify textures on uneven surfaces encountered without prior knowledge

of their shapes, mirroring human tactile exploration performed with eyes closed. By collect-

ing data points along predefined paths, the robot sequentially probes different points on the

object’s surface, dynamically adapting to its complex geometry. This approach minimizes

assumptions about the object’s shape, allowing the robot to establish a trajectory based on

the collected data points. Tactile data is then gathered systematically during these trajec-

tories, providing the comprehensive and detailed information needed for accurate texture

recognition.
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To achieve our primary goal of texture recognition on uneven surfaces, we first needed to

address the absence of tactile texture datasets for such surfaces. To this end, we focused on

collecting and analyzing tactile data specifically from uneven surfaces and then developing

tactile texture classification models based on that data. Our structured approach is outlined

below:

1. Developing a Strategy for Robotic Tactile Data Acquisition:

The first challenge addressed in this work was the lack of existing methods in the liter-

ature for effectively collecting tactile data on uneven surfaces. Traditional approaches

primarily focused on even surfaces, leaving a significant gap in robotic tactile percep-

tion for more complex, uneven environments. Our approach is therefore crucial as it

enables the collection of tactile data from such challenging surfaces, paving the way

for more sophisticated robotic exploration and interaction. We began by designing

a method to capture tactile data from the surfaces of various uneven objects. This

process involved recording both the position and the normal vector at each point of

contact during robotic exploration. These data points serve as waypoints, which are

essential for planning exploratory trajectories that guide the robot across the object’s

surface. By following these trajectories, the robot ensures comprehensive and accurate

data collection, critical for subsequent texture analysis. To ensure the reliability of

our approach before real-world implementation, we developed a simulation environ-

ment. This simulated testing phase allowed us to validate and refine our strategies

in a controlled setting, thereby minimizing the risks and inefficiencies associated with

direct physical testing. The advantages of this approach include saving time, reducing

resource consumption, and providing a safer platform for initial experiments.

2. Establishing a Tactile Texture Dataset for Uneven Surfaces:

In the second phase of this research, we addressed another significant gap in the lit-

erature—the absence of tactile texture datasets for uneven surfaces. While datasets
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for even surfaces exist, there was no prior work on systematically collecting and curat-

ing data for uneven surfaces. Our contribution in this area marks a pioneering effort

in the field. For data acquisition, we utilized a combination of MARG (Magnetic,

Angular-Rate, Gravity) and barometer sensors. These sensors provided a compre-

hensive dataset with 10 distinct features, including 3-axis magnetic, 3-axis angular

velocity, 3-axis gravity readings, and one barometer reading. We collected data across

25 trajectories for each of the 12 different textures, resulting in a total of 300 samples.

The raw data underwent a preprocessing pipeline that included an overlapping sliding

window technique with a configurable window size. This method was carefully cho-

sen to balance the need for diversity in the dataset with the computational efficiency

required for machine learning. The resulting preprocessed data were scaled using a

Min-Max scaler, preparing it for input into machine learning models.

3. Developing Deep Learning Models for Tactile Texture Classification on Un-

even Surfaces:

In the final phase, we focused on developing deep learning models capable of classifying

tactile textures on uneven surfaces. We employed advanced architectures including

convolutional neural networks (CNNs), recurrent neural networks (RNNs), and hybrid

models that integrate both CNNs and RNNs. These models are specifically tailored

to capture local features and temporal dependencies inherent in time-series tactile

data. The deep learning models were trained on the tactile texture dataset collected

from uneven surfaces, with the expectation that their robustness would extend to even

surfaces as well. This dual application not only demonstrates the versatility of the

models but also ensures their effectiveness across different surface conditions.

We began by designing a simulation environment to rigorously test and refine our data

collection strategies, ensuring robustness and efficiency before applying them in real-world

scenarios. Following successful validation in simulation, these strategies were implemented
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on a robotic system to gather tactile data, resulting in the creation of a new dataset specifi-

cally for tactile textures on uneven surfaces. The simulated environment allows for safe and

controlled testing of data collection and trajectory methods. However, it is important to

note that simulation has limitations, particularly in texture classification. This is because

simulations cannot perfectly replicate the intricate physical properties and variability of

real-world textures, such as subtle surface roughness and material differences. Consequently,

while simulations are used to develop and test the waypoints collection processes and tra-

jectory methods, the actual texture classification model will be based on data collected from

real-world experiments.

Overall, The capacity for a robot to discern the texture of objects holds significant utility

across diverse applications and industries, mirroring the perceptual capabilities of humans.

By enabling robots to recognize object textures akin to human tactile discernment, their

integration within workplaces and various environments can be substantially broadened.

My research endeavors focus on the texture classification of uneven surfaces by employing

a robot, specifically the Open Manipulator X in this instance, in conjunction with a tactile

sensing module. This module comprises a Multi-Axis Gyroscope Accelerometer (MARG)

sensor and a barometer sensor.

In conclusion, this work represents a significant advancement in tactile perception for

robotics, addressing critical gaps in both data collection and texture classification on un-

even surfaces. Through the development of novel strategies to execute carefully planned

trajectories to collect tactile data, the creation of a new tactile dataset on uneven surfaces,

and the implementation of sophisticated deep learning models for such dataset, we have laid

the groundwork for more effective and versatile robotic systems capable of navigating and

interacting with complex environments.
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1.2 Dissertation Structure

The dissertation is structured with the following chapters:

• Chapter 1: Introduction - This chapter serves as a foundational cornerstone for the

entire dissertation. It begins by articulating the problem statement, offering clarity on

the research objectives, and providing a comprehensive overview of how the dissertation

is structured and organized.

• Chapter 2: Literature review - This chapter surveys recent advancements in areas such

as robotic tactile sensing, manipulation, surface reconstruction, and texture classification.

It also discusses the role of robotics in simulation.

• Chapter 3: Methodology - This chapter details the research methods employed, includ-

ing techniques for blind tactile data collection for texture classification, along with other

experimental procedures conducted in both simulation and real-world environments.

• Chapter 5: Results and Discussions - In this section, the culmination of the research

endeavors is unveiled, showcasing the outcomes stemming from the detailed process of

tactile data collection for texture classification. Through meticulous analysis of this spe-

cialized dataset, significant insights and patterns have been unearthed, providing valuable

contributions to the field of robotics.

• Chapter 6: Conclusion - This section encapsulates the key findings and implications of

the study, offering a comprehensive synthesis of the research outcomes. It highlights the

significance of the approach in advancing texture classification in robotics and underscores

avenues for future exploration and innovation in this area.

7



Chapter 2

Literature Review

Robotic tactile sensing, mimicking the human sense of touch, has emerged as a critical area

of research in robotics, enabling robots to interact intelligently with their environment. Re-

cent developments in tactile sensing have seen significant progress, driven by advancements

in sensor technology. Traditional tactile sensors, such as pressure sensors and force/torque

sensors [17], [18], have evolved to encompass more sophisticated capabilities, including mul-

timodal sensing and compliance. Bio-inspired tactile sensors [19], drawing inspiration from

biological systems, offer enhanced sensitivity and adaptability, enabling robots to perceive

and manipulate objects with greater dexterity.

Recent research in the field of robotic perception has highlighted several key areas of

focus, including the integration of tactile sensing into robotic systems, its diverse appli-

cations, and the challenges and future directions it presents. These explorations uncover

a vibrant panorama of advancements and innovations driving the field onward, each area

briefly touched upon to provide a comprehensive overview.

Researchers have employed various methodologies and techniques to integrate tactile

sensing into robotic systems effectively. One common approach involves embedding tactile

sensors on robotic end effectors or grippers, allowing robots to perceive and manipulate ob-

jects with precision [20], [21]. Additionally, advances in sensor fusion techniques, combining

data from multiple sensor modalities, have enhanced the richness and reliability of tactile

information [22]. Furthermore, tactile sensor data can be merged with visual sensor data,
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enabling robots to gain a more comprehensive understanding of their surroundings and fur-

ther enhancing their manipulation capabilities [23]. A notable technique in this context is

the use of a tactile probe equipped with a 9-DOF MEMS MARG (Magnetic, Angular Rate,

and Gravity) system and a MEMS pressure sensor, as described in [24]. This setup allows

for the collection of tactile data through a sliding motion performed by a robotic finger. The

data is then analyzed using multiscale principal components analysis and classified with a

multilayer neural network.

Another innovative approach involves a data-driven analysis for sensor selection in con-

tour following for shape discrimination tasks, as discussed in [25]. This method involves

a 4-DOF robotic finger performing sliding movements over synthetic shapes with different

fingertip materials. Data from the motors, inertial measurement unit, and magnetometer

is analyzed using principal component analysis (PCA) and a multilayer perceptron (MLP)

neural network. The study demonstrates how different sensors perform under varying condi-

tions, noting the robustness of the magnetometer in both rigid and soft fingertip scenarios.

Additionally, a comprehensive approach to tactile object recognition involving signal pro-

cessing and mechatronics solutions is discussed in [26]. This paper presents methods for

recognizing objects from tactile displacement profiles using force-sensing transducers and for

recognizing textures through a rubbing motion executed by a robotic finger equipped with a

dynamic tactile fingertip. Neural network solutions are employed for intelligent recognition

of symbols, such as embossed numbers and letters, and different texture profiles. The tech-

niques described demonstrate significant advances in the integration of tactile sensing with

robotic systems for enhanced object and texture recognition.

Robotic tactile sensing finds applications across a wide range of domains, from manufac-

turing and healthcare to search and rescue operations.

In manufacturing, tactile sensing enables robots to perform delicate assembly tasks with

high precision and reliability. Force and tactile sensors gauge pressure, force, or vibrations,

aiding robots in assessing the intensity of their grip or pressure exertion on an object. In
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intricate tasks, these sensors enable robots to apply precise pressure, ensuring components

remain undamaged throughout the process. In [27] the authors introduce a tactile sensing

solution utilizing a MEMS pressure sensor array. This innovative sensor provides precise

measurements of force and contact pressure, resembling a soft and human-like touch. It

finds applications in handling delicate objects, enhancing prosthetic tactile perception, and

improving human-robot interactions, as demonstrated in a collaborative robot work scenario.

In healthcare, tactile sensors are used in robotic prosthetics and exoskeletons to provide

feedback to users, enhancing mobility and dexterity. In this article, [28] underscores the

significance of tactile sensors in healthcare robotics. These sensors offer crucial feedback on

touch, force, and contact interactions, empowering robots to operate safely and efficiently

in medical environments. Additionally, [29] presents a study on using a multimodal tactile

sensor for heart rate detection. The sensor, combined with a Z-score based peak detection

algorithm, demonstrated accurate heart rate measurements comparable to commercial wrist

monitors, highlighting the potential of tactile sensors in monitoring vital signs. Furthermore,

[30] introduces a miniaturized multimodal tactile sensor emulating the four main mechanore-

ceptors of human skin for heart rate detection. The study showed that the tactile sensors

provided similar heart rate measurements to a wrist monitor in 80% of cases, emphasizing

the sensor’s reliability and the growing importance of tactile systems in bio-inspired robotics

and prosthetics.

In search and rescue operations, robots equipped with tactile sensors can navigate com-

plex environments and detect objects or survivors in hazardous conditions. This article

[31] discusses the importance of safe physical interaction between humans and robots in

shared workspaces, highlighting the necessity of monitoring contact forces. It introduces a

pressure-sensitive skin technology that can be customized to fit complex robot geometries

and provides accurate contact measurements across the robot’s entire body. This sensitive

skin is designed with integrated cushioning elements to mitigate the risk of injuries during

physical human-robot interactions. In addition to safety functions, the sensitive skin enables

10



touch-based robot motion control, thereby simplifying human-robot interaction.

The study described in [24] further exemplifies the application of tactile sensing in

robotics. It focuses on surface profile recognition through a sliding motion of a robot finger

equipped with a tactile probe. By employing multiscale principal components analysis and

a multilayer neural network for classification, the method achieves high accuracy in distin-

guishing between different surface profiles. This approach is particularly useful for tasks that

require precise surface recognition, such as quality control in manufacturing and robotic ex-

ploration in unstructured environments. Another significant application is in the selection of

sensors for contour following in shape discrimination tasks, as outlined in [25]. This research

demonstrates the effectiveness of using a robotic finger with different fingertip materials to

explore synthetic shapes. The data collected from various sensors, including the magne-

tometer, is analyzed to determine the best sensor configuration for different conditions. This

approach can be particularly beneficial in applications where precise shape recognition is

crucial, such as in automated quality control systems and robotic surgery. the integration

of signal processing and mechatronics solutions for tactile object recognition, as discussed

in [26], shows the potential of advanced tactile sensing systems in various applications. The

paper describes the use of neural networks for recognizing symbols and textures through

dynamic exploration by a robotic finger. These techniques can significantly enhance the ca-

pability of robots to identify and manipulate objects in unstructured environments, making

them suitable for a wide range of industrial and domestic applications. Robots are expected

to recognize object properties for safe and efficient handling in various applications such as

healthcare, manufacturing, and high-risk environments. A novel bio-inspired tactile probe

has been developed, comprising a 9-DOF MEMS MARG system and a deep MEMS pressure

sensor embedded in a compliant structure mimicking human skin’s mechanoreceptors and

hardness [32].

Two experiments evaluated the module: first, using a linear motion carriage to slide over

grating patterns, demonstrating the module’s frequency detection accuracy. Second, employ-
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ing a robotic finger to perform sliding motions over the same patterns, mimicking human

exploratory movements. Data from the robotic finger setup enabled surface classification

using multiscale principal components analysis and a multilayer neural network, achieving

accuracies from 85.1% to 98.9%. This demonstrates the effectiveness of traditional MEMS

sensors embedded in flexible substrates for tactile sensing applications.

Despite significant advancements, several challenges remain in the field of robotic tactile

sensing. One key challenge is the integration of tactile sensing with other sensory modali-

ties, such as vision and proprioception, to enable robots to perceive and interact with their

environment holistically. Additionally, improving the robustness and adaptability of tac-

tile sensing systems to varying environmental conditions and surface textures is essential

for real-world applications. Future research directions may focus on developing novel sensor

materials, innovative sensing modalities, and advanced data processing techniques to address

these challenges and unlock the full potential of robotic tactile sensing.

Tactile perception involves the intricate process of interpreting and representing touch

sensing information to discern object properties. Indeed, in the realm of sensory perception,

touch often proves superior to vision and hearing in analyzing object characteristics [33]. This

superiority mirrors the capabilities observed in human sensory experiences. While vision has

traditionally been a favored method for recognizing object materials [34], it has limitations;

it can only identify previously known surface materials and lacks the capability to estimate

physical parameters independently. Consequently, the integration of touch sensing becomes

imperative for effectively identifying material properties [35].

Tactile information is rich and multifaceted, providing valuable insights into various

aspects of an object’s nature. Alongside shape and material properties [36], tactile sensors

can capture additional data such as object pose [37], temperature [38], and vibration patterns

[39].

This wealth of information can be harnessed for a myriad of purposes in robotics, includ-

ing but not limited to:
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1. Grasp Control and Stability: Tactile feedback plays a crucial role in optimizing

both grasp control and stability. By continuously monitoring tactile data, the robot

can adjust its grip strength and positioning in real-time, ensuring precise and adaptive

grasping actions. This capability is particularly important for handling delicate or

irregularly shaped objects. Tactile sensors provide essential information on the force

distribution across the contact points, allowing the robot to assess and refine its grip to

prevent slippage and maintain object integrity. The integration of tactile feedback into

grasp stability assessments enables the robot to dynamically adapt its hold based on

the surface contours and material properties of the object. This ensures that the robot

can securely manipulate objects without compromising stability, thereby enhancing

overall task performance.

2. Slippage detection and prevention: Effective manipulation requires the ability to

detect and respond to slippage during tasks. Tactile sensors enable the robot to monitor

variations in feedback from the object’s surface, identifying early signs of slippage. By

analyzing these changes, the robot can implement corrective actions, such as adjusting

the grip force or repositioning its grasp, to prevent objects from slipping or falling.

This proactive approach ensures secure handling, which is crucial for tasks involving

fragile or valuable items.

3. Object manipulation and manipulation planning: Tactile feedback also plays a

significant role in guiding complex manipulation tasks. It informs the robot’s planning

algorithms by providing real-time data on how objects interact with its end-effector.

This information enables the robot to execute tasks with greater dexterity and preci-

sion, adapting its actions based on the dynamic conditions of the environment. En-

hanced manipulation planning, driven by tactile feedback, allows the robot to perform

intricate operations effectively, improving its ability to operate in diverse and changing

conditions.
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4. Surface Reconstruction: The capability to reconstruct uneven surfaces is essential

for effective tactile sensing and manipulation. Surface reconstruction involves mapping

the geometric and topological features of an object, which facilitates accurate tactile

data collection and subsequent texture classification. This process is crucial for dealing

with irregular or complex surfaces where traditional methods fall short. By employing

advanced reconstruction techniques, the robot can gain a detailed understanding of an

object’s surface, enabling more precise manipulation and interaction.

5. Texture recognition: Advanced tactile sensors are capable of discerning subtle sur-

face textures, which allows the robot to identify and differentiate between various

materials or surface finishes. This ability to recognize and classify textures based on

tactile input is vital for applications requiring material-specific interactions or qual-

ity control. By integrating texture recognition with other sensory data, the robot can

make more informed decisions about how to handle and interact with different surfaces.

By leveraging the wealth of tactile information available, robots can achieve greater

autonomy, adaptability, and efficiency in interacting with their surroundings, ultimately

advancing the field of robotics and expanding the scope of applications for robotic systems.

In conclusion, the literature on advancements in robotic tactile sensing reflects a rich

tapestry of research endeavors aimed at expanding robots’ perceptual and manipulative capa-

bilities. From the integration of traditional tactile sensors to the exploration of cutting-edge

multimodal and bio-inspired sensing techniques, researchers have demonstrated a commit-

ment to pushing the boundaries of what is possible in robotic interaction with the physical

world. Through meticulous experimentation and innovative design, these studies have laid

a solid foundation for future advancements in the field, promising even greater strides in

robotic manipulation and interaction in the years to come.
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2.1 Robotic Manipulation

Robot manipulation encompasses a broad spectrum of tasks where robots interact with

objects in their environment. These tasks can range from simple pick-and-place operations

[40] to more complex actions requiring dexterous manipulation [41], fine motor control [42],

and precise insertion maneuvers [43]. In robot manipulation, the robot’s end-effector, such

as a gripper or robotic arm, is used to grasp, move, and manipulate objects according to

predefined instructions or autonomously learned behaviors.

Robot manipulation has applications across industries, including manufacturing, logistics,

healthcare, and household assistance, where robots can perform repetitive or dangerous tasks

with precision and efficiency.

To execute tasks effectively, particularly those involving handling unfamiliar objects,

robots must assess the state and characteristics of the objects they manipulate. Tactile sen-

sors play a crucial role in acquiring diverse object-level information, either through direct

sensor readings or by amalgamating data gathered during physical interactions [44]. Recent

studies highlight the benefits of using temporal data from tactile sensors for estimating the

orientation of grasped objects, showing that sliding-window sampling and LSTM neural net-

works significantly improve pose estimation accuracy [44]. Additionally, research emphasizes

the integration of tactile sensing with visual systems, akin to the human ”What and Where”

subsystem, to enhance object pose estimation [45].

Drawing inspiration from human exploration behaviors aimed at discerning object prop-

erties [46], robots often rely on sensors to facilitate similar exploratory actions during tasks.

Combining tactile sensors and machine learning models can provide valuable information

about manipulated objects, particularly in scenarios involving underactuated hands, which

adapt to unknown surfaces but introduce challenges in object recognition due to their flexi-

bility and unexpected movements [47].

Incorporating tactile sensing into robot manipulation tasks enhances their capabilities in
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various ways, such as object grasping, robotic stabilization, and edge following. Through

tactile feedback, robots can better understand their interactions with objects and their en-

vironment, leading to more robust and adaptable manipulation behaviors. For example,

tactile sensors can provide valuable information about the contact forces and object proper-

ties during grasping tasks, enabling the robot to adjust its grip and ensure a secure hold [48],

[49], [50]. Additionally, tactile feedback can aid in robotic stabilization, helping the robot

maintain balance and stability while interacting with objects or navigating uneven terrain

[51]. Moreover, tactile sensing facilitates edge following tasks by enabling the robot to detect

and track edges accurately, allowing for precise manipulation and navigation [52].

A new approach to in-hand manipulation using fuzzy controlled teleoperation and a

recently proposed multimodal tactile sensor is presented in this article. Real-time grasping

experiments were conducted with a fuzzy controlled gripper equipped with a compliant tactile

sensor. This approach focused on compliance, stable grasping, and tactile sensing, with a

teleoperated thumb performing object rotation while the gripper maintained stability. The

consistency of the data from these experiments highlights their utility for in-hand control

algorithms [53].

In the realm of robotic manipulation research, visual grasp detection algorithms have

proven invaluable for predicting stable grips based on color, shape, and object location, lever-

aging deep learning techniques [54], [55], [56]. While visual methods excel in rapid object

recognition, tactile sensors enhance manipulation precision and deepen the understanding of

object properties [48], [57]. Their ability to provide detailed insights into texture, tempera-

ture, and geometry complements the rapid object recognition strengths of visual methods.

The use of tactile sensors, either on their own or in combination with visual methods, holds

promise for significant advancements in robotic manipulation capabilities.

The literature highlights five prominent types of robotic manipulation, each represent-

ing advancements in the field and offering distinct advantages and challenges in achieving

autonomous, efficient, and reliable manipulation capabilities.
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1. Manipulator Arms with Grippers: These traditional robotic arms are equipped

with specialized grippers designed to grasp and manipulate objects. Tactile sensors can

be integrated into these grippers to provide feedback on contact forces, object prop-

erties, and grasp stability. Vision systems mounted on the arm or in the environment

can aid in object detection, localization, and tracking [58], [59].

2. Dexterous Robotic Hands: Advanced robotic hands mimic the dexterity and flex-

ibility of the human hand, allowing for intricate manipulation tasks. Tactile sensing

can be extensively distributed over the hand’s surface, enabling fine-grained feedback

on object properties and facilitating delicate manipulation tasks such as grasping frag-

ile objects or manipulating irregular shapes. Vision systems can complement tactile

sensing by providing high-resolution visual feedback for precise object localization and

recognition [60], [61], [62].

3. Soft Robotics: Soft robotic systems employ flexible materials and compliant struc-

tures to achieve versatile and adaptive manipulation capabilities. Tactile sensing in

soft robots can be achieved through embedded sensors or deformable materials that

change shape upon contact with objects, providing information about object compli-

ance, texture, and shape. Vision systems can be integrated with soft robots to provide

environmental awareness and enhance manipulation accuracy [63], [64].

4. Whole-Body Manipulation: In addition to arm and hand-based manipulation,

some robotic systems employ whole-body manipulation strategies. These systems use

the robot’s entire body to interact with objects and the environment, often relying

on tactile sensing distributed across the robot’s surface to provide feedback during

manipulation tasks [65].

The integration of tactile sensing with various manipulation approaches, including manip-

ulator arms, dexterous hands, soft robotics, hybrid systems, and whole-body manipulation,
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opens up new avenues for advancing robotic manipulation capabilities in diverse applica-

tions and environments. Advancements in robotic manipulation extend beyond mechanical

enhancements to encompass sophisticated sensory technologies that enable robots to per-

ceive and interact with their environment more effectively. Central to this evolution is the

integration of tactile sensing. This sensory feedback is essential for executing precise ma-

nipulation tasks, as it allows robots to adjust their actions based on the immediate context

of the object they are handling. By incorporating tactile sensors, robots gain a nuanced

understanding of the surfaces they interact with, facilitating more accurate and adaptable

responses. This enhanced sensory capability is pivotal in bridging the gap between mere

mechanical function and intelligent interaction, setting the stage for advanced manipulation

techniques that rely on a deep comprehension of both object geometry and texture.

Overall, surface reconstruction and texture recognition are critical for robotic manip-

ulation, as they provide the necessary information for precise interaction with objects in

complex environments. Surface reconstruction allows robots to understand and model an

object’s geometry, essential for tasks requiring accurate navigation and delicate manipula-

tion, such as grasping or applying force without causing damage. Texture recognition, on the

other hand, enables robots to differentiate between various surface materials, optimizing grip

and movement by adjusting to the nature of the surfaces encountered. In certain scenarios,

this capability allows the robot to determine the most reliable surface from which to grasp

an object, minimizing the risk of slippage or dropping during manipulation. These processes

collectively improve the robot’s ability to interact with complex environments, making them

indispensable in advanced robotic systems.

2.2 Robotic Surface Reconstruction

Surface reconstruction in robotics involves creating three-dimensional models of object sur-

faces or environments using sensor data. Surface reconstruction is vital for tasks like object
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manipulation, scene understanding and terrains exploration. Traditional methods, like point

cloud registration and surface mesh generation, are widely used. Recent advances in depth

sensing and machine learning have improved accuracy and efficiency. Current research di-

rections in surface reconstruction is focused on the following areas:

Surface reconstruction techniques draw upon various types of data, including tactile and

vision-based sensing modalities, along with other sensory inputs. Vision-based data, such

as RGB-D data from sensors like Microsoft Kinect [66], combines color and depth infor-

mation to provide both visual and geometric data, facilitating surface reconstruction tasks.

Tactile sensing offers direct physical interaction with surfaces, capturing detailed informa-

tion about texture, shape, and material properties, which can complement vision-based data

and enhance reconstruction accuracy [67]. Additionally, tactile sensing alone demonstrates

significant progress in achieving object reconstruction tasks without additional modalities

[68]. LiDAR data generates point clouds representing 3D structures, while pressure sensors

measure applied force, aiding in reconstructing deformable surfaces or objects under pres-

sure [69]. Thermal imaging captures temperature information, and acoustic sensors capture

sound waves reflecting off surfaces, each providing supplementary data to enrich surface

reconstruction processes [70]. By integrating these diverse data sources, surface reconstruc-

tion techniques can achieve more accurate and robust reconstructions, benefiting various

applications in robotics, computer vision, and beyond.

While visual-tactile fusion offers distinct advantages, methods solely relying on tactile

sensors have shown remarkable progress towards achieving accurate surface reconstruction.

In [71], the authors discuss the significance of tactile data in reconstructing 3D object shapes

and its complementary role alongside vision-based methods. Vision sensors typically offer

frontal surface shape representation, while tactile sensors provide detailed shape informa-

tion essential for stable grasps and interaction tasks. However, tactile reconstruction is

sequential and requires aligning acquired contact points to form a consistent tactile point

cloud. Challenges include low spatial resolution and managing large data volumes. Exist-
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ing methods focus on offline reconstruction using active exploration or probabilistic haptic

maps, aiming for real-time applications like grasp planning and object classification. The

proposed method combines space partitioning, Kalman filtering, and the iterative closest

point (ICP) algorithm for efficient shape reconstruction, demonstrated through autonomous

data acquisition with a robotic hand. Tactile sensor-based surface reconstruction holds im-

mense potential for enhancing robotic capabilities, particularly in scenarios where vision

limitations exist. Additionally, [72] discusses the utility of tactile sensing arrays in providing

detailed surface information, even without vision-based data, underscoring the adequacy of

tactile perception in complex environments. The study emphasizes that tactile sensors can

accurately capture surface details, essential for robotic manipulation tasks in vision-impaired

settings. Moreover, [73] highlights the importance of flexible tactile sensing modules that

can adapt to various surface inclinations, enhancing the ability of robots to navigate and in-

teract with unstructured environments. The authors of [74] present a novel method for blind

surface reconstruction using a robotic manipulator equipped with the same sensing module

of [73]. The approach leverages kinematic data and sensors to estimate contact positions

and surface normals, allowing for the reconstruction of larger surfaces with fewer probing

attempts. This method outperforms traditional vision systems, especially in unstructured

environments where vision systems struggle with transparency, reflections, and occlusions.

The experimental validation demonstrates higher accuracy and efficiency, making it suitable

for complex, non-flat surfaces.

Development of fast and computationally efficient algorithms is critical for real-time

robotic tasks requiring dynamic surface reconstruction based on sensor feedback. Surface

reconstruction techniques encompass various methods categorized by their underlying princi-

ples and methodologies. Point cloud-based methods [75] utilize 3D point data acquired from

sensors like LiDAR or stereo cameras [76], employing algorithms such as Poisson surface

reconstruction. Mesh-based techniques [77] represent surfaces through interconnected trian-

gles or polygons, involving processes like surface simplification and refinement. Volumetric
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methods [78] depict surfaces as volumetric grids or implicit functions, adept at handling

complex geometries and noisy data. Implicit surface reconstruction [79] represents surfaces

as zero-level sets of implicit functions, defining them as points where function values remain

constant. Deep learning-based methods [80] leverage neural networks, like CNNs or GANs,

to directly generate surfaces from input data, showcasing recent advancements. Hybrid ap-

proaches [81] integrate multiple techniques, such as combining vision and tactile sensing,

to enhance reconstruction accuracy, exploiting the strengths of different methodologies for

more robust outcomes. Furthermore, [82] presents a novel approach to haptic surface re-

construction using a compliant tactile sensing module and robotic manipulator. The study

demonstrates the effectiveness of this method in accurately reconstructing non-flat surfaces

by estimating contact positions and surface normals, thereby addressing challenges posed by

traditional vision systems in unstructured environments. Additionally, [73] emphasizes the

flexibility of bioinspired tactile sensing modules, which can detect surface inclinations even

when the end-effector’s orientation is fixed, thus improving the robustness and efficiency of

surface reconstruction tasks.

Hybrid approaches combine multiple techniques or modalities, such as combining vision-

based and tactile-based sensing for improved reconstruction accuracy. These methods lever-

age the strengths of different approaches to overcome limitations and achieve more robust

reconstructions.

Indeed, while vision-based methods are common in surface reconstruction, tactile sensing

has demonstrated superior accuracy across numerous scenarios. Many articles have explored

the combination of both modalities, highlighting the complementary nature of tactile sens-

ing in capturing fine surface details and improving reconstruction accuracy. This article [83]

proposes Tactile-Informed 3DGS, a method that integrates touch data with multi-view vi-

sion to enhance surface reconstruction and novel view synthesis. By optimizing 3D Gaussian

primitives at touch points and reducing transmittance, it achieves refined surface reconstruc-

tion, particularly beneficial for non-Lambertian objects. Evaluation on glossy and reflective
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surfaces shows significant improvements in reconstruction quality, demonstrating the ef-

fectiveness of the approach. The other article [69] introduces TouchSDF 2, a novel surface

reconstruction algorithm inspired by human tactile perception. It utilizes a new vision-based

tactile sensor to reconstruct the surface structure of unfamiliar objects with millimeter-level

accuracy. Key techniques include point cloud registration, loop-closure detection with deep

learning, and pose graph optimization. TouchSDF 2 enables robots to understand and re-

construct 3D shapes using their sense of touch, both in simulations and the real world. This

approach enhances robot manipulation tasks, especially in scenarios where visual methods

fail due to occlusion during physical contact.

In summary, current advancements in robotic surface reconstruction have led to more

precise and efficient modeling of three-dimensional surfaces. These advancements enhance

robotic perception and interaction, with broad applications in autonomous navigation, tex-

ture classification, object manipulation, and augmented reality.

2.3 Robotic Texture Classification

Texture classification by robotics involves using tactile sensing to categorize the textures of

objects. Robots gather data about surface properties through physical contact, analyzing

it with machine learning to differentiate textures like roughness or smoothness [84]. This

capability has applications in manufacturing, healthcare, and agriculture, where robots can

identify defects, assist in surgeries, or assess soil quality. Challenges include sensor calibration

and developing robust classification algorithms. Nonetheless, texture classification enhances

robots’ abilities across diverse real-world tasks.

Accurately classifying the texture of objects plays a vital role in various robotic recogni-

tion and manipulation tasks. From robots sorting objects in warehouses to surgical robots

grasping delicate tissues, the ability to perceive and differentiate textures through touch is

crucial for safe and effective manipulation.
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Recent advancements highlight the importance of combining tactile sensing with machine

learning for improved texture classification. Tactile sensing provides essential information

that enhances robotic manipulation in unstructured environments where visual feedback

alone is insufficient. Research has demonstrated that combining tactile and visual informa-

tion can address limitations such as occlusions or confined spaces [84]. Additionally, under-

standing human tactile perception, which involves manipulation, exploration, and response,

is crucial for developing effective robotic systems [84].

Further research shows that reproducing human-like dexterous manipulation in robots

requires sophisticated tactile sensors to identify textures. Studies have investigated the use

of multimodal tactile sensing modules, incorporating pressure, gravity, angular rate, and

magnetic field sensors, achieving high classification accuracy rates exceeding 90% [85]. This

work emphasizes the need for tactile exploration strategies similar to human touch to enhance

texture classification in dynamic settings. The integration of advanced tactile sensors and

machine learning methods is essential for improving robotic dexterity and handling in various

applications [85]. In recent years, significant advancements have been made in robotic texture

classification, driven by the development of sophisticated tactile sensors, powerful machine

learning algorithms, and innovative data acquisition techniques.

Advanced Tactile Sensors represent a significant leap in enhancing robotic sensory ca-

pabilities, fundamentally transforming how robots interact with their environments. The

evolution of these sensors encompasses several key advancements:

1. Biomimetic Sensors: Researchers are drawing inspiration from biological systems to

develop tactile sensors that mimic the human sense of touch. These sensors often incor-

porate multiple sensing modalities (e.g., pressure, vibration, temperature) to capture

a richer set of texture features such as the work by [86] where the authors introduce a

biomimetic tactile sensor inspired by human fingerprints, its integration with machine

learning algorithms for texture recognition, and its potential applications in robotics

and human-computer interaction.
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2. High-Resolution Sensors: The development of high-resolution tactile sensors with

a dense array of sensing elements allows for capturing detailed information about tex-

ture variations across an object’s surface. This facilitates more accurate classification,

particularly for differentiating between fine textures. In [87] the researchers explored

integrating high resolution tactile sensors with robotic end-effectors for object recog-

nition using pressure readings treated as standard images.

Machine Learning for Texture Classification plays a pivotal role in the interpretation and

analysis of tactile data, significantly advancing the field of robotic texture recognition. Key

developments in this area include:

1. Deep Learning Techniques: Deep learning algorithms, such as convolutional neural

networks (CNNs), have shown remarkable success in texture classification tasks. These

algorithms can automatically learn complex features from tactile sensor data, enabling

them to accurately distinguish between different textures, as demonstrated in [88]

where the authors propose a CNN-based approach for texture classification using tactile

sensor data, achieving high accuracy on a diverse set of materials.

2. Transfer Learning: By leveraging pre-trained models on large datasets of labeled

texture data, researchers can improve the performance of texture classification algo-

rithms for robotic applications. In [87] two approaches are explored for tactile object

recognition: transfer learning using pre-trained convolutional neural networks (CNNs)

and a custom-made CNN called TactNet trained from scratch with tactile information.

Transfer learning reduces the need for extensive training data specific to the robotic

task.

Data Acquisition and Processing Techniques are fundamental to enhancing the effectiveness

of tactile sensing in robotics, providing crucial methods for improving data quality and model

performance. Notable advancements in this area include:
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1. Active Touch Exploration: Robots can actively explore objects using their tactile

sensors, acquiring data from different contact points and orientations. This allows

for a more comprehensive understanding of the object’s texture compared to static

contact. For instance, In [89] the authors investigate the relationship between motor

movements, sensory perception, and EEG signals during active tactile exploration of

textured surfaces. Participants performed rubbing or tapping motions on surfaces

with different levels of roughness while EEG data were recorded. Also, In [90], the

authors explors how Active Learning (AL) strategies improve texture classification in

robotic tactile sensing. AL helps robots select informative samples, cutting down on

human labeling efforts. A new class-balancing algorithm is introduced, and various AL

strategies are evaluated. Results show reduced training data needs with maintained or

improved performance. This work advances robotic exploration by enhancing texture

recognition with less human input.

2. Data Augmentation Techniques: Techniques like data augmentation can be used

to artificially increase the amount and diversity of training data for texture classifica-

tion algorithms. This helps to improve the robustness and generalization capabilities of

the models. In [91], we can find data augmentation techniques in the context of tactile

object classification using machine learning. The study involves expanding a dataset

of 2000 samples across 20 classes through augmentation methods such as jitter, scal-

ing, magnitude warp, time warp, and cropping. The effectiveness of these techniques

is evaluated by comparing the classification performance of different neural network

architectures, including MLP, LSTM, CNN, CNNLSTM, ConvLSTM, and deep CNN

(D-CNN). Results indicate a significant improvement in classification accuracy, with

the D-CNN achieving the highest success rate of 72.58%Ṫhe findings underscore the

importance of data augmentation in enhancing the capabilities of tactile sensing for

robotics applications.

The primary objective of this thesis is to advance tactile perception in robotics, with a
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particular focus on texture classification of uneven surfaces. A comprehensive review of

existing literature reveals a notable gap in this domain. Previous research has struggled

with the reconstruction of uneven surfaces, which has impeded their ability to collect tactile

data and subsequently perform texture classification. This limitation has largely resulted

in an underexplored area of robotic tactile sensing. In contrast, our work addresses these

challenges head-on. By developing methodologies to reconstruct uneven surfaces and gather

tactile data effectively, we are pioneering efforts in this crucial aspect of robotic perception.
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Chapter 3

Methodology

In the upcoming sections, we delve into the methodologies employed to achieve the pri-

mary objectives of this study: advancing tactile perception in robotics, particularly texture

recognition on uneven surfaces using deep learning techniques. Our approach encompasses

developing a strategy for robotic systems to collect tactile data from uneven surfaces, cre-

ating a comprehensive simulation environment for preliminary testing, establishing a novel

tactile texture dataset, and designing robust deep learning models capable of accurate clas-

sification across both uneven and even surfaces. Each step of this methodology is critical to

addressing the existing challenges in the field and pushing the boundaries of tactile sensing

in robotics.

3.1 Materials

In this study, the choice of sensor and manipulator is crucial for achieving precise tactile data

collection and accurate texture classification. The selected sensor provides high-resolution

tactile feedback, enabling detailed texture mapping of various surfaces. Meanwhile, the

manipulator is designed to perform intricate exploratory motions, essential for thorough

surface examination and data acquisition. Together, these components form the backbone

of our experimental setup, facilitating reliable and reproducible results.

The robotic manipulator utilized in this study is the OpenMANIPULATOR-X RM-X52-

27



TNM [92]. This advanced manipulator features five actuators: four joints and one gripper.

Joint 1 facilitates rotational movement around the base, allowing for a wide range of move-

ment, while the remaining joints operate within the plane established by the position of Joint

1. Together, these joints provide 4 Degrees of Freedom (DOF), enabling the manipulator to

perform complex tasks with precision. The gripper at the end of the manipulator securely

holds the sensory module, which is mounted on a custom-designed 3D-printed structure to

ensure enhanced stability and precision during operation (refer to Fig. 3.1 for the structure).

Surface  

4-DoF Manipulator 

Tactile Sensing Module 

Figure 3.1: Setup featuring a 4-DoF manipulator, tactile sensing module, and surface.

For sensory input, this study employs a bio-inspired multi-modal sensing module as de-

scribed in [19], [93]. The sensing module integrates a LSM9DS0 MARG (Magnetic, Angular

Rate, Gravity) sensor and a MPL115A2 barometric pressure sensor. These sensors are em-

bedded in a flexible polyurethane matrix, which provides both durability and adaptability to

various tactile surfaces. Encased within a flexible polyurethane housing, the MARG sensor

includes a tri-axis accelerometer, gyroscope, and magnetometer, which allow for accurate

detection and characterization of spatial orientations and magnetic fields. In addition, the

MPL115A2 Barometer delivers precise pressure measurements, crucial for altitude estima-
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tion and environmental monitoring. This innovative integration allows the sensing module to

accurately capture a wide range of tactile data, including magnetic fields, angular rates, grav-

ity, and barometric pressure. The structural composition of this sensing module is illustrated

in Figure 3.2. This multi-modal approach allows for the collection of comprehensive tactile

data, facilitating robust texture classification and enhancing the manipulator’s interaction

with different materials.

(a) (b)

Figure 3.2: a) Tactile sensing module components: 1—MARG (magnetic, angular rate, and
gravity) system; 2—compliant structure; 3—barometer [19]; b) Sensing module encapsulated
in flexible structure.

Command communication with the manipulator is managed through the Robot Operat-

ing System (ROS) [94], in conjunction with the OpenCR 1.0 embedded board, an open-source

control module specifically designed for ROS integration. This setup ensures seamless opera-

tion and real-time responsiveness of the manipulator, enabling efficient execution of complex

tasks. The ROS framework provides a flexible and modular environment for developing

and deploying robotic applications, which is essential for handling the sophisticated control

algorithms and sensor data processing required in this study.

To send the sensor readings in the appropriate format, we use a Teensy 3.2 microcontroller

[95]. This microcontroller is programmed to transmit the sensory data via a ROS serial

publisher node at a baud rate of 250000 to an Ubuntu 16.04 machine. The Teensy 3.2 is

chosen for its high performance and reliability in handling high-speed data communication,
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ensuring that the sensory data is accurately and efficiently relayed to the main control system.

By leveraging the capabilities of the OpenMANIPULATOR-X RM-X52-TNM and the

advanced sensory module, this study aims to advance the field of tactile texture recognition.

The integration of these technologies provides valuable insights and practical applications

in robotic sensing and control, enabling the development of more sophisticated and capable

robotic systems.

The use of simulation in robotic research offers numerous advantages, particularly in

the early stages of experimentation. By employing a simulated environment, researchers

can safely and efficiently test hypotheses, refine methodologies, and identify potential issues

without the risks and costs associated with real-world testing. the simulation of the robot

and tactile sensor, elucidating its pivotal role in conducting pre-real world testing. This

involves creating a virtual environment where the robot and tactile sensors can interact with

digital models of various objects. By simulating the tactile exploration process, we can refine

the data collection techniques, identifying potential issues and making adjustments before

real-world implementation, thus minimizing risks and optimizing performance.

With this setup, the simulation is conducted to emulate real-world interactions and val-

idate the performance of the sensor and manipulator in a controlled environment. The

simulation helps in fine-tuning the data collection techniques and ensures that the system

can accurately navigate and gather tactile data from objects with diverse shapes. Once the

simulation results are satisfactory, the same setup is applied in real-world scenarios to further

validate the methods.

This methodological approach involved the meticulous simulation of both the bioinspired

tactile sensor, encompassing its intricate MARG and barometer components, and the subse-

quent integration of this simulated sensor onto the simulated OpenManipulator-X platform,

as shown in 3.3 . Simulation in URDF (Unified Robot Description Format) and Gazebo is

accomplished by creating a detailed robot model and defining its physical and visual prop-

erties. URDF files describe the robot’s joints, links, and sensors, which can then be loaded
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into the Gazebo simulator. Gazebo provides a robust physics engine and graphical inter-

face, allowing for realistic interaction with the simulated environment. The simulation can

interact with ROS (Robot Operating System) applications, enabling seamless integration

between the simulated robot and ROS-based control algorithms.

In this work, the simulation of the tactile sensory module and the OpenManipulator-X

robotic arm was performed meticulously within the URDF and Gazebo framework. The

simulated sensor, along with its corresponding probe, was precisely modeled and integrated

with the OpenManipulator-X, a robotic arm readily accessible through [92].

Before integrating the simulated sensor with the OpenManipulator-X, careful attention

was given to simulating the probe to ensure its accurate representation within the virtual

environment. The STL file of the 3D sensor probe was seamlessly incorporated into the

URDF file, enabling its attachment to the end effector of the robotic arm. Subsequently, the

simulated sensor was affixed to this probe, establishing a cohesive integration between the

sensor and the robotic platform.

By meticulously replicating the entire system encompassing the tactile sensor, its ma-

nipulative apparatus, and the corresponding control mechanisms within a carefully designed

simulation environment, a comprehensive platform was established for rigorous testing and

validation prior to real-world implementation (see 3.3). This simulation environment served

as a critical intermediary step, enabling the identification and resolution of potential issues

in a controlled, risk-free setting. Through this approach, each component of the system,

from the sensor’s data acquisition capabilities to the robotic arm’s precision in executing

exploratory trajectories, was thoroughly evaluated. The integration of the tactile sensor

with the robotic manipulator within the simulation allowed for the fine-tuning of their inter-

actions, ensuring optimal performance when deployed in practical applications. This setup

allowed for testing diverse scenarios, ensuring the sensor and robotic arm worked effectively

together. The simulation enabled detailed analysis and refinement of the tactile sensing

system, improving its reliability before real-world deployment.
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Tactile Sensing Module 

4-DoF Manipulator 

Figure 3.3: Simulated setup featuring a 4-DoF manipulator, tactile sensing module, and surface

In the process of simulating these sensors, meticulous attention was given to the devel-

opment of a comprehensive URDF (Unified Robot Description Format) model. This model

encompasses four distinct joints, each meticulously engineered to emulate the sensory capa-

bilities of the physical sensors. Notably, revolute joints, aligned along the x, y, and z axes,

facilitate the sensor’s deformations and rotations (see part b of Figure 3.4), enabling it to

dynamically adapt to spatial variations. Complementing these capabilities, a prismatic joint,

initially aligned with the z-axis, enables controlled compression or expansion of the sensor

(see part c of Figure 3.4).

The simulation of the tactile sensor module involved integrating these joints into the

URDF model (refer to part a of Figure 3.4). Plugins within the simulation environment

interpret the sensor’s movements and deformations, translating them into actionable data

streams such as orientation, angular velocity, magnetic field strength, and pressure variations.

These data streams are essential for further analysis and application within the robotic

system.
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(a) (b) (c)

Figure 3.4: a) Simulated tactile sensing module; b) Demonstration of the simulated tactile
sensing module’s ability to deform in any direction of space; c) Demonstration of the simu-
lated tactile sensing module’s ability to be pressed and released.

While the research presented utilizes a specific type of tactile sensor and manipulator, the

methodologies and developed approaches are designed to be broadly applicable across various

tactile sensing technologies and robotic manipulators. The core principles and techniques

employed, including advanced tactile feedback analysis, surface reconstruction, and texture

recognition, are inherently adaptable to different sensor modalities and manipulative systems.

This versatility ensures that our approach offers significant insights and effective solutions

across a broad spectrum of tactile sensing scenarios, thereby enhancing the capability to

address a wide array of tactile sensing challenges within the robotics field.

3.2 Methods

By first leveraging a simulated environment to perfect our techniques, we established a

robust foundation for developing a system capable of accurate texture classification using

tactile data collected by the robotic manipulator and tactile sensing module. This two-

phased approach, encompassing both simulation and real-world implementation, was critical

to ensuring the methods’ efficacy and reliability.

The process begins in the simulated environment, where the robot, equipped with a tactile
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sensor, performs exploratory motions across various surface types. This environment allowed

us to refine the robot’s motion strategies, sensor integration, and data collection methods

under controlled conditions. The simulation provided a flexible platform to experiment with

different trajectories and sensor placements, which would be challenging and time-consuming

to test repeatedly in a physical setting. By optimizing these parameters in the virtual space,

we reduced the risk of errors during real-world trials and ensured that the system could

handle the complexities of uneven surfaces effectively.

Once the techniques were perfected in the simulated environment, the next phase involved

transferring these strategies to a physical robot. The robot, now in a real-world setting,

undertakes the tactile data collection process, meticulously tailored for texture classification.

During this phase, the robot’s tactile sensor interacts with the surfaces of objects, gathering

critical data points, including the position and normal vector at each contact point. These

data points serve as the foundation for generating precise trajectories that guide the robot

across the object’s surface, ensuring comprehensive tactile exploration.

As the robot executes these trajectories, it systematically collects tactile data, which is

then processed and analyzed to develop a model capable of classifying the texture of the

objects. This real-world data is crucial, as it accounts for the physical properties of textures

that simulations cannot fully replicate. By relying on actual tactile data, the classification

model is grounded in reality application.

Figure 3.5 provides a detailed overview of the entire workflow. It illustrates the esti-

mation of pathway points, the execution of trajectories along the surface, the systematic

collection of tactile data, and the application of advanced models to classify the textures of

surfaces based on the acquired tactile information. Each step in this workflow is integral

to the overall methodology, ensuring that the system is both comprehensive and adaptable

to various tactile sensing tasks. These steps will be elaborated upon in the subsequent sec-

tions, providing a deeper understanding of the strategies and techniques employed to achieve

accurate and reliable tactile texture classification.
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(a) Collecting the Pathway Points 
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(c) Performing the Trajectory   
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(d) Dynamic Tactile Data (e) Tactile Texture Classification Models (f) Classified Textures 
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Figure 3.5: a) Estimation of pathway points on the surface; b) Achieving contact points’
positions and normals to perform a trajectory with respect to them; c) Tracking the trajec-
tory on the established pathway to collect tactile data; d) Dynamic tactile data collection,
including MARG and barometric data; e) Classifiers that categorize textures based on the
collected tactile data; f) 12 different textures on which data was collected and analyzed by
the classifiers.

3.2.1 Pathway Generation

In the process of guiding the robot along a surface and utilizing tactile data, the primary

objective is to gather comprehensive information about each contact point. This includes

capturing the precise 3D position (x, y, z) where the robot interacts with the surface. Equally

essential is determining the orientation of these contact points, specifically the normal vector

(nx, ny, nz) that defines the direction of the surface at each contact location. This orientation
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data is crucial as it guides the robot in understanding the spatial configuration of the surface

and enables it to adjust its trajectory and interactions accordingly, utilizing tactile feedback

to enhance its operational effectiveness and adaptability.

The position p = (px, py, pz) represents the spatial coordinates of a contact point in 3D

space, which can be determined using the robot interface. However, the normal orientation

is derived directly from tactile data, which necessitates accurate estimation methods.

To represent rotations in 3D space, we can use axis-angle representation, where any

rotation can be described by an axis of rotation v = (vx, vy, vz) and an angle ϕ. This

rotation can be encoded into a rotation matrix R as follows:

R = I+ sin(ϕ)K+ (1− cos(ϕ))K2 (3.1)

where I is the identity matrix, and K is the skew-symmetric matrix of v:

K =


0 −vz vy

vz 0 −vx

−vy vx 0

 (3.2)

This matrix R can be used to rotate vectors in 3D space.

Estimating the sensor’s orientation relative to the Earth frame involves accelerometer

readings a = (ax, ay, az) and assuming the gravity direction is g = (0, 0, 1). We can compute

a rotation matrix Rag that aligns a with g:

Rag = I+ sin(θ)Kag + (1− cos(θ))K2
ag (3.3)

where θ is the angle between a and g, and Kag is the skew-symmetric matrix of the cross

product a× g:
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Kag =


0 −az ay

az 0 −ax

−ay ax 0

 (3.4)

To account for the robot’s base link rotation, we consider a rotation matrix Rz repre-

senting a rotation by an angle α around the z-axis:

Rz =


cos(α) − sin(α) 0

sin(α) cos(α) 0

0 0 1

 (3.5)

The final orientation matrix Rfinal is obtained by combining Rz and Rag:

Rfinal = RzRag (3.6)

The Madgwick filter enhances orientation estimation using accelerometer a and gyroscope

ω = (ωx, ωy, ωz) readings. It iteratively updates the orientation matrix Rt to Rt+1:

Rt+1 = Rt +∆t (RtΩt − βEt) (3.7)

where ∆t is the time step, Ωt is the skew-symmetric matrix of ωt, β is a parameter

balancing the gyroscope and accelerometer data, and Et is the error term matrix:

Ωt =


0 −ωz ωy

ωz 0 −ωx

−ωy ωx 0

 (3.8)

The error term Et represents the difference between the measured and predicted accel-

erations. The predicted acceleration ât is obtained by rotating the gravity vector g using

Rt:
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ât = Rtg (3.9)

The filter iteratively refines the rotation matrix Rt to minimize the error between the

predicted and measured accelerations, ensuring accurate orientation estimation over time.

Once the sensor’s final orientation is established, it is applied to the tactile sensor link,

depicted by the yellow marker in Figure 3.6. A dedicated ROS node is responsible for

updating the orientation of this yellow marker. This node continuously monitors the sensor’s

orientation and remains on standby for an obstacle detection signal. When an obstacle is

detected by the robotic manipulator, a signal is sent to the ROS node, which then broadcasts

the current position and orientation of the sensor, marked by small purple arrows at that

specific time.

In parts (a) to (d) of Figure 3.6, the yellow marker’s orientation corresponds to the

deformation of the sensor on the surface, capturing the normal vector of each contact point.

The position of the point is derived from the sensor frame coordinates, while the orientation is

calculated using quaternion representations of the sensor’s orientation relative to its initial

state. This process enables the collection of a comprehensive pathway of robot motion,

comprising information points detailing the position, normal vectors along the path.

By meticulously estimating and tracking the positions and orientations of the contact

points during the robot’s interaction with surfaces, we achieve minimal geometric recon-

struction necessary for accurate trajectory planning. This comprehensive approach not only

facilitates the precise collection of tactile data but also enhances the robot’s ability to adapt

its movements based on real-time feedback. The resulting pathway, enriched with critical

position and normal vector information, serves as a foundational element for the surface

reconstruction process, enabling effective application of trajectories across complex surfaces.
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Figure 3.6: a-d) Exploratory motion of the robot to detect surface pathway points position
and normal vectors

The automated motion of the open manipulator is meticulously designed to systematically

collect contact point data and normal vectors from an object’s surface, ensuring a high degree

of precision and reliability in the measurements. The sequence begins with the end effector

of the manipulator oriented perpendicular to the ground. This initial orientation is critical,
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as it guarantees a consistent approach angle for each contact measurement, reducing the

potential for variability in the data collected.

Starting from an initial position along the x-axis of the object, the end effector is first

moved to an intermediate point by adjusting its position along the z-axis. This interme-

diate point is set at a predetermined height above the object’s surface, ensuring that the

manipulator can safely begin its approach to the surface without risking premature contact.

From this intermediate position, the end effector gradually descends along the z-axis. The

descent continues until contact with the object’s surface is detected. Upon making contact,

the manipulator records the exact position of the contact point, including its x, y, and z co-

ordinates. Additionally, the normal vector at the point of contact is determined and stored.

The manipulator also notes the stable marker that defines the orientation at the time of

contact, ensuring that all data points are collected with a consistent frame of reference.

Once the contact data has been collected, the end effector retracts to the intermediate

point above the surface. This retraction allows the manipulator to prepare for the next

measurement without dragging or damaging the surface. Following the retraction, the end

effector is moved 1 cm further along the x-axis. This incremental movement ensures that

the next contact point will be adjacent to the previous one, facilitating a thorough and

systematic profiling of the surface.

The manipulator then repeats the downward approach to the surface, following the same

procedure of detecting contact and recording the position and normal vector at each new

point. This sequence is repeated iteratively, with the end effector advancing by 1 cm along

the x-axis after each contact measurement. This process continues until the entire surface

of interest has been profiled.

This automated sequence ensures that each data point is collected consistently and accu-

rately, capturing essential information for surface reconstruction or trajectory planning. The

careful approach to contact, systematic data acquisition, and precise control of the manip-

ulator’s movements enable the profiling of complex surfaces with a high degree of accuracy.
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This method is particularly suitable for applications in robotic sensing, surface analysis, and

automated inspection systems, where reliable and precise data collection is paramount.

3.2.2 Trajectory-Based Tactile Data Collection

While gathering data points along a surface path, a trajectory is planned for the robot to

navigate across the surface. The end effector and sensor frame are oriented with an offset

angle relative to each collected point’s orientation. This approach ensures that the robot

moves using the edge of the sensor rather than the entire sensor surface. This strategy is

adopted to avoid potential issues associated with the sensor’s sticky material, which could

lead to erratic movements and inaccurate tactile data if the entire sensor surface were used.

Moreover, moving with the sensor edge mimics human touch, which typically applies gentle

pressure to detect textures accurately without causing damage or undue stress on the sensor.

This method not only enhances the reliability of tactile data collection but also reduces the

risk of sensor damage and ensures smoother interaction with the surface, thereby improving

overall performance and longevity of the robotic system and enhancing the quality of data

collection.

For planning and executing the trajectories of the Open Manipulator X robotic arm,

I utilized MoveIt. MoveIt is an open-source software framework that provides advanced

capabilities for motion planning, manipulation, and control in robotic systems. It features

sophisticated motion planning algorithms, an intuitive interface for task specification, and

comprehensive simulation and visualization tools. Leveraging MoveIt allowed for precise

and efficient trajectory design, validation, and execution, thereby significantly enhancing

the efficiency and reliability of the tactile data acquisition process.

In figures (a) to (d) of Figure 3.7, the yellow marker denotes the orientation of the

sensor on the surface, showing a distinct angle difference with the normal vector indicated

by the small purple marker. The figures in 3.7 capture four stages of the robot’s trajectory

along the surface, where the sensor engages with the surface using its edge, facilitating the
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collection of tactile data. This data integrates inputs from MARG (Magnetic, Angular-Rate,

Gravity) and barometer sensors. The MARG sensors provide comprehensive 9-dimensional

data, including 3-axis magnetic, angular velocity, and gravity readings, complemented by a

barometer reading, summing up to 10 dimensions. These sensory inputs are logged into a

rosbag file, a format commonly used in ROS (Robot Operating System), enabling efficient

storage and subsequent analysis. This setup ensures detailed capture and storage of sensory

information crucial for further research.
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Figure 3.7: a-d) Trajectory execution of the robot to collect tactile data from the surface
texture of the object
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3.2.3 Tactile Data Prepossessing

The tactile data collected for this study integrates inputs from MARG (Magnetic, Angular-

Rate, Gravity) and barometer sensors, providing a comprehensive 10-dimensional dataset.

Specifically, the MARG sensors offer 3-axis magnetic, angular velocity, and gravity readings

(ax, ay, az, gx, gy, gz, mx, my, mz), which are complemented by a barometer reading. To

ensure the relevance and accuracy of the data, a filtering process is applied to retain only the

measurements taken while the robot is in motion on the surface and the sensor is in contact

with the object.

We normalize each of the ten variables using the Min-Max scaling method. The nor-

malization is performed using equation 3.10, where min(var) and max(var) represent the

minimum and maximum values of the variable, respectively.

varnorm =
var−min(var)

max(var)−min(var)
(3.10)

This Min-Max scaling method transforms each variable to a common scale, typically [0, 1],

ensuring that all variables contribute equally to the analysis. This approach is particularly

useful when the data features have different units or scales, as it preserves the relationships

between values while standardizing the range.

One of the critical aims of this research is to emulate the tactile texture classification

process as performed by humans. Humans typically do not need to touch the entire surface of

an object to recognize its texture. Instead, they often infer the texture from a small section

of the object. To closely mimic this human behavior, enhance the perceptual capabilities of

robotic tactile texture classification, and optimize the classification process, we adopted a

sliding window approach on the dataset with varying window sizes.

The sliding window technique offers several benefits in the context of tactile texture classi-

fication. By dividing the dataset into smaller, overlapping segments (windows), local texture

features that might be lost when considering the entire dataset as a whole can be captured.
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This method not only improves the robustness and accuracy of the classification model by

focusing on local patterns and details but also accelerates the classification process by re-

ducing the amount of data processed at any given time. Furthermore, employing different

window sizes allows for multi-scale analysis, providing a more comprehensive understanding

of the textures.

We applied the sliding window approach to segment the dataset into smaller, overlap-

ping windows. This method emulates the way humans recognize textures by touching only

a small section of an object. The sliding window technique involves experimenting with

different window sizes to capture various scales of texture features, with an overlap between

consecutive windows to ensure continuity and capture transitional features between windows.

The benefits of the sliding window approach include capturing fine-grained texture details

within each window, ensuring smooth transitions between windows to preserve the tempo-

ral continuity of the tactile data, and reducing computational load by processing smaller

segments, thereby speeding up the training process.

By adopting this approach, the study aims to enhance the efficiency and accuracy of

robotic tactile texture classification, closely mirroring the nuanced and efficient ways in

which humans perceive and classify textures. This innovative method promises significant

improvements in the field of tactile sensing and robotic perception, providing a robust frame-

work for future developments in robotic texture classification.

3.2.4 Texture Classifiers

In this study, we employed several advanced deep learning architectures to classify tactile

textures using time-series data. The models include convolutional neural networks, recurrent

neural networks, and a combination of both types.

The One Dimensional Convolutional Neural Network (1D CNN) is employed to efficiently

extract spatial features from sequential tactile sensor data. The 1D CNN operates by ap-

plying convolutional filters across the time-series input, effectively identifying local patterns
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and relationships within a specific window of time. These filters move along the sequence,

generating feature maps that capture important characteristics indicative of different tex-

tures. For example, variations in pressure, vibration, or other tactile sensor readings can be

recognized by the 1D CNN, enabling the model to learn distinct features that distinguish

one texture from another.

The Bidirectional Long Short-Term Memory (BiLSTM) model as a recurrent neural net-

work, leverages BiLSTM layers to effectively capture temporal dependencies in both forward

and backward directions, enhancing its capability to process and understand sequence data.

BiLSTMs are particularly advantageous for tasks like tactile texture classification because

they can learn contextual information from the entire sequence, rather than just from past

or future states individually. By processing data in both directions, the model gains a more

comprehensive understanding of the sequence to accurately interpret complex patterns. The

integration of BiLSTM layers helps to capture intricate temporal relationships and depen-

dencies, thereby enhancing its ability to classify textures based on sequential data.

The CNN-LSTM model adeptly integrates one-dimensional Convolutional Neural Net-

works (CNNs) with bidirectional Long Short-Term Memory (LSTM) networks to enhance

the classification of tactile textures. The convolutional layers are employed for their ca-

pacity to extract intricate spatial features from tactile sensor readings, effectively capturing

local patterns and variations. Following this, bidirectional LSTM layers are utilized to cap-

ture temporal dependencies by processing sequences in both forward and backward direc-

tions, thereby gaining a comprehensive understanding of the temporal dynamics within the

data. This integration of CNN and LSTM components ensures that the model leverages the

strengths of both spatial and temporal analysis. The architecture is meticulously designed

to handle the complex interplay of spatial and temporal features, making it highly effective

for detailed texture classification tasks.

These models are crafted to capture both local and temporal features of tactile data,

with the following sections detailing model architectures.
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3.2.5 Convolutional-Bidirectional Long Short Term Memory

• Convolutional-Bidirectional LSTM: Model1

As illustrated in Figure 3.8, it begins with two 1D Convolutional layers, the first with 128

filters and the second with 64, both using a kernel size of 3 and ReLU activation for ini-

tial feature extraction. These layers are followed by MaxPooling, Dropout (0.1 rate), and

Batch Normalization to downsample, regularize, and stabilize the training process. Next,

the model incorporates three Bidirectional LSTM layers to handle temporal dependencies,

starting with 64 units and progressively reducing to 32 and 16 units, applying Dropout

and Batch Normalization to prevent overfitting. The network concludes with a Dense

output layer with 12 units and softmax activation, tailored for multi-class classification

across the twelve distinct tactile textures. This architecture strategically balances fea-

ture extraction, temporal sequence modeling, and regularization to achieve robust tactile

texture classification.
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Figure 3.8: First Convolutional-Bidirectional LSTM model architecture

• Convolutional-Bidirectional LSTM: Model2

As can be observed in Fig. 3.9, it initially uses a Conv1D layer with 128 filters and a

kernel size of 3, followed by MaxPooling, Dropout (0.1 rate), and Batch Normalization

to enhance feature extraction while preventing overfitting and stabilizing training. A

second Conv1D layer with 64 filters further refines the feature extraction, accompanied by
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similar downsampling and regularization techniques. To capture temporal dependencies,

the model incorporates a Bidirectional LSTM layer with 64 units, configured to return

sequences, allowing it to analyze data in both forward and backward directions. A second

LSTM layer with 32 units follows, enhancing the model’s capacity to understand sequential

patterns. Each LSTM layer is equipped with Dropout and Batch Normalization to improve

generalization and training stability. A Dense layer with 16 units and ReLU activation

adds complexity to the learned features, enhancing the model’s ability to capture non-

linear relationships. Finally, a Dense output layer with 12 units and softmax activation

enables multi-class classification, providing a probability distribution across the 12 tactile

texture classes for effective texture recognition.
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Figure 3.9: Second Convolutional-Bidirectional LSTM model architecture

• Convolutional-Bidirectional LSTM: Model3

As depicted in Fig. 3.10, the architecture begins with two convolutional layers, starting

with a block containing 128 filters with a kernel size of 3 and ReLU activation, followed by

MaxPooling1D to downsample the data, a Dropout layer (rate 0.5) to prevent overfitting,

and Batch Normalization to stabilize training. A second convolutional block with 64 filters

further refines these features. After the convolutional layers, the model incorporates three

Bidirectional LSTM layers to capture temporal patterns. The first LSTM layer has 64

units, returns sequences for further processing, and is followed by Dropout and Batch
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Normalization for enhanced generalization. The second LSTM layer contains 32 units,

also returning sequences, while the third layer reduces to 16 units and outputs only the

final temporal summary. The model concludes with a Dense output layer with 12 units and

softmax activation, which generates probability distributions over twelve tactile texture

classes, enabling robust multi-class classification.
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Figure 3.10: Third Convolutional-Bidirectional LSTM model architecture

3.2.6 One Dimensional Convolutional Neural Network

• 1D Convolutional Neural Network: Model1

According to Fig. 3.11, the model architecture begins with a series of one-dimensional

convolutional layers designed for feature extraction. The first convolutional block consists

of a Conv1D layer with 128 filters, a kernel size of 5, and ReLU activation, followed

by MaxPooling1D, Dropout regularization with a rate of 0.1, and Batch Normalization

to stabilize training. This is followed by a second Conv1D layer with 64 filters, which

continues the feature extraction process without additional pooling or regularization. The

third convolutional block includes a Conv1D layer with 32 filters, replicating the structure

of the first block. The fourth convolutional block, with a Conv1D layer of 16 filters,

completes the feature extraction process. The output from the final convolutional block is

then flattened into a one-dimensional vector, which is fed into a Dense layer with 12 units
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and softmax activation for multi-class classification, providing probability scores across

twelve distinct classes.
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Figure 3.11: First 1D CNN model architecture

• 1D Convolutional Neural Network: Model2

As highlighted in Figure 3.12, the model employs a series of 1D convolutional layers for

feature extraction. The first convolutional block consists of a Conv1D layer with 128

filters and a kernel size of 5, followed by MaxPooling1D for downsampling, Dropout for

regularization, and Batch Normalization. The second block mirrors this structure with

64 filters, continuing the feature extraction process. Both convolutional blocks effectively

reduce dimensionality and extract relevant features. After these blocks, the Flatten layer

converts the 2D output into a 1D vector. A dense layer with 64 units and ReLU activation

then learns complex representations, with additional Dropout and Batch Normalization

to mitigate overfitting. The final output layer is a Dense layer with 12 units and softmax

activation, classifying the input into one of twelve tactile texture classes.
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Figure 3.12: Second 1D CNN model architecture

• 1D Convolutional Neural Network: Model3

Figure 3.13 demonstrates the model incorporates a series of 1D convolutional layers for

hierarchical feature extraction. The initial convolutional block starts with a Conv1D layer

that has 128 filters and a kernel size of 5, followed by MaxPooling1D, Dropout regulariza-

tion with a rate of 0.1, and Batch Normalization to ensure smoother training. Each sub-

sequent block follows a similar structure with Conv1D layers featuring progressively fewer

filters: 64, 32, and 16, each followed by MaxPooling1D, Dropout, and Batch Normaliza-

tion. After feature extraction, the Flatten layer converts the output into a one-dimensional

vector. Finally, the dense layer with 12 units and softmax activation performs multi-class

classification, providing probabilities for twelve distinct tactile texture classes.
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Figure 3.13: Third 1D CNN model architecture
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3.2.7 Bidirectional Long Short Term Memory

• Bidirectional LSTM: Model1

As can be seen in Fig. 3.14, the model features BiLSTM layers to capture temporal de-

pendencies in both forward and backward directions. The first BiLSTM layer, with 128

units, returns sequences to preserve temporal information, and is followed by Dropout

regularization and Batch Normalization to enhance stability and prevent overfitting. The

second BiLSTM layer, with 64 units, mirrors the first in its regularization and normaliza-

tion processes but outputs a single vector summarizing the entire sequence. A subsequent

Dense layer with 32 units and ReLU activation introduces non-linearity, while the final

Dense layer with 12 units and softmax activation provides a probability distribution for

multi-class classification across twelve tactile texture classes.
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Figure 3.14: First Bidirectional LSTM model architecture

• Bidirectional LSTM: Model2

As illustrated in Figure 3.15, the model uses Bidirectional LSTM layers to capture tem-

poral dependencies from input data. The first Bidirectional LSTM layer, with 128 units,

returns sequences and is followed by Dropout (rate of 0.5) and Batch Normalization for
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regularization and stability. The second Bidirectional LSTM layer, featuring 64 units,

is similar to the first but does not return sequences, instead summarizing the final time

step. Following the LSTM layers, a Dense layer with 32 units and ReLU activation learns

complex patterns, and the final Dense layer with 12 units and softmax activation performs

multi-class classification by outputting probabilities for twelve classes.
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Figure 3.15: Second Bidirectional LSTM model architecture

3.2.8 Textures

For conducting the experiments on tactile data collection and subsequent texture classi-

fication, we utilized twelve distinct textures. These textures were specifically chosen and

attached to a concave-convex shape to provide a diverse range of tactile sensations (see Fig-

ure 3.17). Furthermore, the detailed visual representation and description of these textures

are provided in Figure 3.16, offering a clearer view of the surface texture variations and

patterns.

This diverse selection of textures ensures a comprehensive evaluation of our classification

models, allowing us to rigorously test their ability to discern subtle differences in tactile

sensations.
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(a) (b) (c) (d)

(e) (f) (g) (h)

(i) (j) (k) (l)

Figure 3.16: The 12 textures used in the experiments. a) brocade fabric; b) open weave
cotton; c) tight weave cotton; d) mesh cotton; e) honeycomb fabric; f) embossed plastic; g)
wood; h) silicone mesh; i) reptile-patterned leather; j) ridged polymer; k) mesh leather; l)
carpet wool.

By affixing these diverse textures to a meticulously designed concave-convex shape, our

objective is to authentically replicate a broad spectrum of real-world tactile experiences. This

approach aims to significantly enhance the generalizability and robustness of our texture

classification methodology. The use of a carefully crafted surface shape ensures that the

tactile feedback we collect is representative of a wide variety of textures that one might

encounter in real-world scenarios, thus improving the model’s applicability and performance

across different types of tactile data.

The data collection process was executed with precision, involving the systematic ac-

quisition of tactile data from a range of textures using our advanced robotic setup. Each
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texture was carefully and thoroughly sampled to guarantee that the data captured was ac-

curate and reflective of the true tactile properties. This meticulous approach was essential

for training and evaluating our classification models effectively. By adhering to a struc-

tured and detailed methodology, we established a solid foundation for achieving reliable and

precise texture classification outcomes. This rigorous process ensures that our models are

well-trained and capable of delivering consistent performance in practical applications.

(a) (b) (c)

(d) (e) (f)

(g) (h) (i)

(j) (k) (l)

Figure 3.17: a-l) The 12 textures on the concave-convex object used in the experiments
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To ensure a thorough evaluation of our classification models, we extended our analysis

by incorporating an additional dataset featuring different textures on an even surface. This

approach allowed us to comprehensively assess the models’ performance across both uneven

and even surfaces, providing a more holistic view of their effectiveness.

The twelve textures used in this supplementary dataset represent a diverse array of

materials, including plastic pencil cases, plastic placemats, a cork mat, denim fabrics, felt

material, polyester cloth, and a cotton scarf. For detailed descriptions of these textures,

please refer to [96].

In our approach, we followed the precedent set by the referenced study, which employed

twelve distinct textures for consistency in experimental design. However, whereas their

dataset included a number of similar textures, we intentionally selected a broader and more

varied range of materials. This strategic choice was made to capture a wider spectrum of

tactile experiences, thereby enhancing the models’ capacity to differentiate between various

surface characteristics. By including a more diverse set of textures, we aimed to better

simulate the range of tactile inputs that robots might encounter in real-world scenarios,

thereby improving the models’ generalizability and robustness.

This careful selection of textures and the comprehensive evaluation across different surface

types underscore our commitment to creating a versatile and reliable texture classification

system. The broader range of textures not only enriches the dataset but also ensures that

our models are well-equipped to handle a wide array of tactile challenges.
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Chapter 4

Results and Discussions

In pursuit of the primary objective of this thesis, which is tactile texture classification, we

employed two distinct datasets: one for even surfaces and the other for uneven surfaces.

The tactile texture classification task was evaluated on both datasets, encompassing 12

textures on even surfaces and 12 textures on uneven, concave-convex surfaces. This dual-

surface approach enabled a rigorous examination of the models’ capacity to identify subtle

tactile variations across different surface contours, ultimately improving the robustness and

generalizability of our texture classification techniques.

The dataset for flat surfaces was sourced from the work of the authors in [96], containing

1200 samples (100 samples for each of the 12 textures), while the dataset for uneven surfaces

was meticulously collected during the course of this thesis. This involved performing 25

tactile trajectories across 12 different textures, resulting in 25 samples per texture, for a

total of 300 samples.

Classifying the even surface dataset not only ensured that our models were effective for

handling various tactile data but also provided a basis for comparison. Given the absence

of pre-existing tactile datasets for uneven surfaces, there were no available studies for direct

comparison of texture classification on such surfaces.

To address the lack of direct comparison for uneven surface texture classification, we

acquired an external dataset of even surfaces. We then trained our models, originally de-

signed for uneven surfaces, using this external even surface dataset. This approach enabled
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us to evaluate and compare the performance of our models against those of other researchers

who had utilized the same even surface dataset, albeit with different texture classification

strategies.

We adopted a sliding window approach on the dataset with varying window sizes to

enhance the perceptual capabilities of robotic tactile texture classification and optimize the

classification process. This technique involves dividing the dataset into smaller, overlapping

windows with a 50% overlap between consecutive windows. This method offers significant

advantages, including efficient management of computational time and resources.

By processing smaller segments of data rather than the entire dataset at once, the sliding

window approach helps reduce computational load and speeds up both training and eval-

uation phases. Additionally, this technique closely aligns with the way humans naturally

perceive textures, as it enables the model to analyze data in localized segments much like

how tactile exploration occurs. This approach not only captures detailed local texture fea-

tures but also provides a broader understanding of the textures by incorporating overlapping

information from adjacent windows. The varying window sizes used in this method allow for

multi-scale analysis, further enriching the model’s ability to discern subtle differences and

enhance overall classification performance.

The characteristics of the datasets utilized in this study, encompassing both even and

uneven surfaces, are comprehensively detailed in Table 4.1. Our approach was designed to

ensure a rigorous and multifaceted evaluation of our tactile texture classification models,

reflecting a variety of real-world conditions.

For the even surface dataset, data collection was performed at a frequency of 350Hz

with a velocity of 30mm/s, incorporating 12 distinct textures. Each texture was sampled

100 times, resulting in an initial dataset of 1,200 samples before the application of sliding

window techniques. After processing through sliding windows, the dataset’s complexity and

granularity were further enhanced: a total of 8,399 samples were generated using a 3-second

window, while a 6-second window produced 3,599 samples. This allowed the models to
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learn from both short-term and extended temporal features, contributing to a more robust

classification performance.

Conversely, the uneven surface dataset was gathered at a frequency of 120Hz with a

velocity of 15mm/s, featuring the same 12 textures but with 25 samples per texture, to-

taling 300 samples before the sliding window application. This dataset was analyzed using

three distinct window sizes: 128 data points, approximately 1 second; 256 data points, ap-

proximately 2 seconds; and 512 data points, approximately 4 seconds. The sliding window

approach resulted in 3,962 samples for the 128 data point window, 1,864 samples for the

256 data point window, and 900 samples for the 512 data point window. This varied win-

dowing provided insights into different temporal scales, crucial for capturing diverse texture

characteristics and improving the model’s classification accuracy.

Both datasets include 10 types of sensor readings: accelerometer (ax, ay, az), gyroscope

(gx, gy, gz), magnetometer (mx, my, mz), and barometer (baro). The comprehensive in-

clusion of these sensors ensures that the models are trained on a wide spectrum of sensory

inputs, crucial for distinguishing between subtle differences in textures. To maintain consis-

tency in data analysis, a 50% window overlap was applied across all configurations, enabling

seamless integration of temporal information and ensuring continuous and detailed data cov-

erage across the entire dataset. This approach allows for capturing a full range of tactile

features and improving the robustness of the texture classification by providing a thorough

and nuanced understanding of the sensor data.

Dataset Frequency Velocity
Number

of
Textures

Number
of Samples
Per Texture

Number
of

Features
Features

Window
Sizes

Window
Overlap

Total
Number of
Samples

Even 350Hz 30mm/s% 12 100 10

ax, ay, az,
gx, gy, gz,
mx, my, mz,

baro

3s
6s

50%
8399
3599

Uneven 120Hz 15mm/s% 12 25 10

ax, ay, az,
gx, gy, gz,
mx, my, mz,

baro

128 (1s)
256 (2s)
512 (4s)

50%
3962
1864
900

Table 4.1: Characteristics of uneven and even surface dataset

58



This extensive methodology is designed to capture diverse and nuanced tactile informa-

tion, which serves as a crucial foundation for training and evaluating our texture classification

models. The goal is to enhance the models’ performance and generalizability, ensuring they

are well-equipped to handle a variety of real-world scenarios. By focusing on detailed and

varied data collection, our approach aims to improve the models’ accuracy and applica-

bility, making them more effective in distinguishing subtle differences between textures in

practical applications. This meticulous preparation underscores the importance of having

a well-rounded dataset for advancing tactile texture classification research and its practical

implementation in robotic systems.

We employed three different model architectures to evaluate their performance on the

prepared dataset. The first model is a Convolutional-Bidirectional LSTM model. This model

includes convolutional layers to extract spatial features from the tactile data, followed by

bidirectional LSTM layers to capture temporal dependencies in both forward and backward

directions, enhancing the model’s understanding of texture sequences. The second model is

a 1D CNN model, which focuses on leveraging convolutional layers to extract features and

includes a series of dense layers for the final classification. The third model is a Bidirectional

LSTMmodel, designed to process the entire sequence of tactile data with bidirectional LSTM

layers, followed by dense layers for classification.

To rigorously evaluate the performance of the models, we employed a 5-fold stratified

cross-validation approach. This technique involves dividing the dataset into five equal parts,

ensuring that each fold has a representative distribution of all texture classes. The benefits

of this method include providing a more reliable estimate of model performance by training

and validating the model on different subsets of the data and mitigating the risk of overfitting

by ensuring that the model generalizes well across different data splits.

During training, the model was optimized using the Adamax optimizer with a learning

rate set at 0.001, and gradients were clipped to mitigate potential instability issues. Train-

ing sessions spanned 250 epochs, with a batch size of 32 chosen to balance computational
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efficiency and gradient accuracy.

The evaluation metrics used include accuracy, precision, recall, and F1 score. Accuracy

measures the proportion of correctly classified instances over the total instances. Precision is

the ratio of true positive predictions to the sum of true positive and false positive predictions,

while recall is the ratio of true positive predictions to the sum of true positive and false

negative predictions. The F1 score, being the harmonic mean of precision and recall, offers

a balance between the two. The final confusion matrix, obtained by summing the confusion

matrices of all folds, provides a comprehensive view of the model’s performance across the

entire validation set. From this matrix, we calculate the overall precision, recall, and F1

score, as well as the performance metrics for each class individually. This detailed analysis

ensures a thorough understanding of the model’s strengths and areas for improvement.

In conclusion, the combination of advanced model architectures, the sliding window ap-

proach for data preparation, and rigorous cross-validation techniques has enabled us to

develop robust models for tactile texture classification. These methodologies not only en-

hance the accuracy and efficiency of the classification process but also bring robotic tactile

perception closer to human-like capabilities.

4.1 Tactile Textures on Even Surfaces

4.1.1 Data Preprocessing

For the classification of tactile textures on even surfaces, the dataset used in this work was

sourced from a study focusing on tactile texture recognition employing a multi-modal sensing

module integrated into a tactile-enabled finger [96]. This dataset includes data collected from

12 different textures commonly encountered in everyday environments, such as plastic pencil

cases, placemats, cork, denim fabric, felt, polyester cloth, and cotton scarf.

The data collection process involved exploring each texture with controlled movements,

maintaining the finger’s position while moving the textures in predefined directions at veloc-
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ities of 30 mm/s, 35 mm/s, and 40 mm/s. This approach aimed to capture detailed sensory

responses using pressure and MARG (Magnetic, Angular Rate, Gravity) sensors, provid-

ing a comprehensive dataset for analyzing and researching texture recognition and robotic

manipulation.

We followed a similar approach to the authors in [97], who focused exclusively on the

barometer sensor. to compare our model with their results, we performed the same process

using both IMU sensors and barometer data. This allowed us to evaluate the performance of

our model against theirs and gain insights into the impact of different sensor data on texture

classification.

We utilized 1200 samples (corresponding to the 12 textures) collected at a velocity of 30

mm/s. These samples were recorded at a frequency of 350 Hz while exploring the textures.

Subsequently, we applied our preprocessing pipeline to these raw samples, which involved

converting the Python pickle files to CSV files for each of the 1200 samples.

Our preprocessing pipeline employs an overlapping sliding window approach with a con-

figurable window size, set to overlap by 50% of the window size. This overlap was chosen to

prevent excessive similarity among examples, thereby maintaining diversity in the training

set and reducing the processing time needed to convert readings into machine-learning-ready

data. High overlap thresholds can pose significant challenges in resource-constrained envi-

ronments.

We experimented with window sizes of 3 and 6 seconds to examine the impact of temporal

features on texture classification. These durations were chosen based on the data collection

setup: a 3-second window corresponds to 25% of the exploration time, while a 6-second

window corresponds to 50%. The following details our model’s use of these window sizes.

This approach builds upon the work of the authors in [90], who utilized the same tac-

tile dataset but applied an Active Learning (AL) strategy with a similar window size and

overlapping configuration. Our research seeks to extend their methodology by employing

the same data and sliding window approach within our own deep learning (DL) models. By
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conducting this comparative analysis, we aim to evaluate the performance of our DL models

against the established results and further validate their effectiveness using additional data

collected from our experiments. This comparative evaluation will ensure the robustness and

generalizability of our models across different datasets.

To provide a more complete comparison with existing work, it is important to note that

the study referenced experimented with various window sizes, including 1-second, 3-second,

6-second, and 9-second windows. They found that while the 9-second window size improved

classification results, this was largely due to capturing nearly all the available data within the

12-second window. The high degree of repetitive data points caused by overlapping windows

artificially enhanced classification performance, although this improvement was somewhat

misleading as it did not reflect true gains in texture classification accuracy. Conversely, they

concluded that a 1-second window was insufficient for distinguishing textures, as it could

not extract meaningful features necessary for accurate classification.

Additionally, they tested overlap percentages of 25%, 50%, and 75%, but found that 50%

overlap yielded the best results. The 25% overlap was less effective, potentially due to the

higher number of window instances leading to increased computational time without signifi-

cantly improving classification performance. The 75% overlap was avoided because it could

result in excessively similar examples, reducing diversity in the training set and increasing

processing time, which might pose challenges in resource-constrained environments.

Therefore, we focused on evaluating our models using the best-performing configurations

from their study: 3-second and 6-second windows with 50% overlap. This approach allowed

for a fair comparison while considering the trade-offs identified in their experiments.

4.1.2 Texture Classification

We evaluated approximately 20 different model architectures to assess their effectiveness in

classifying tactile texture data on even surfaces, focusing on various window durations. Our

extensive experiments showed that numerous models achieved high classification accuracy,
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demonstrating the robustness of our approach across diverse architectures. For each window

duration, we selected the three best-performing models to showcase the diversity and strength

of the classifiers.

The first model chosen is a straightforward Bidirectional LSTM (BDLSTM), which ef-

ficiently processes sequential tactile data by utilizing bidirectional LSTM layers to capture

temporal dependencies in both directions. The second model is a 1D Convolutional Neu-

ral Network (CNN), which leverages convolutional layers to extract features from the tac-

tile data and uses a series of dense layers for the final classification. The third model is

a Convolutional-Bidirectional LSTM (BDLSTM), which combines convolutional layers to

extract spatial features from the tactile data with bidirectional LSTM layers to capture tem-

poral dependencies, enhancing the model’s ability to classify texture sequences accurately.

This selection highlights the capability of our methodology to achieve robust and accurate

classification across various model complexities and structures, demonstrating the versatility

and effectiveness of different neural network architectures in tactile texture classification.

The following table presents the evaluation metrics, including accuracy, precision, recall,

and F1 score, for all models across different window duration. These results provide a

comprehensive overview of the performance of each model under varying conditions in the

context of tactile texture classification on even surfaces. This data offers valuable insights

into their effectiveness and reliability in accurately identifying textures on flat surfaces.

Window
Duration

Model
Training
Accuracy

Validation
Accuracy

Precision Recall F1 Score

Highest
F1 Score
reported
in [90]

BiLSTM 99.23% 98.6% 98.7% 98.6% 98.7%
3 second CNN 99.75% 97.5% 97.6% 97.5% 97.6% 84.2%

CNN & BiLSTM 97.04% 96.1% 96.3% 96.1% 96.2%
BiLSTM 99.89% 99.6% 99.6% 99.6% 99.6%

6 second CNN 99.99% 97.5% 97.5% 97.5% 97.5% 90.3%
CNN & BiLSTM 93.47% 91.8% 92.4% 91.8% 92.1%

Table 4.2: Performance metrics of models on different window duration
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Table 4.2 presents the evaluation metrics for different models using window durations of

3 seconds and 6 seconds. The results clearly indicate that the BiLSTM model outperforms

others, achieving the highest evaluation metrics for both window durations. Specifically, for

the 6-second window, the BiLSTM model attains a validation accuracy, precision, recall,

and F1 score of 99.6%. For the 3-second window, it achieves a validation accuracy of 98.6%,

precision of 98.7%, recall of 98.6%, and an F1 score of 98.7%. This demonstrates that

despite its simplicity compared to more complex models, the BiLSTM model yields the best

performance in our experiments.

In comparison to the Active Learning (AL) approach utilized by the authors in [90], our

models show superior performance. The authors reported the highest F1 score of 90.3% for

the 6-second window duration and 84.2% for the 3-second window duration, both achieved

using an Extra Tree model within their AL framework. Not only does our BiLSTM model

surpass these results, but all of our deep learning models exceed the performance metrics

reported by the authors (see Table 4.2). This indicates a significant improvement in the

effectiveness of our approach. The comparative analysis underscores the robustness and

efficacy of our deep learning models, highlighting their potential for superior tactile data

classification.

Furthermore, the consistency of the BiLSTM model’s performance across different win-

dow durations emphasizes its reliability and adaptability. These findings suggest that our

models are not only competitive but also potentially more effective than existing AL strate-

gies, offering a promising avenue for future research and application in tactile texture clas-

sification.

4.1.2.1 Classification for a Window Duration of 3 Seconds

Bidirectional LSTM Classifier:

This model employs Bidirectional LSTM layers to proficiently capture temporal depen-

dencies in both forward and backward directions, making it particularly well-suited for
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tasks involving sequence data, such as tactile texture classification. The use of dropout

and batch normalization layers aids in regularization, ensuring stable training, while dense

layers facilitate the final classification process, as illustrated in Figure 3.14.

The model demonstrated outstanding performance across all validation folds. Key metrics,

including precision, recall, and F1 score, were computed for each class using the aggregated

confusion matrix from all folds (see Figure 4.1). The model achieved an overall accuracy

of 98.6%, with precision of 98.7%, recall of 98.6%, and F1 scores of 98.7%, underscoring

its efficacy in accurately classifying tactile textures across various categories. These results

highlight the robustness of the model in handling diverse and complex tactile data.

Figure 4.1: Confusion matrix of a BiLSTM classifier for window duration of 3 seconds
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1D Convolutional Neural Network Classifier:

Figure 3.13 presents a detailed view of a 1D Convolutional Neural Network (CNN) archi-

tecture, meticulously designed for the multi-class classification of tactile texture data. This

model is particularly tailored to capture and process the temporal features within the in-

put data, which are crucial for accurately distinguishing between different texture classes.

The architecture integrates several key components, including MaxPooling, Dropout, and

BatchNormalization layers, each playing a significant role in enhancing the model’s learning

capacity and generalization capabilities. The MaxPooling layers reduce the dimensionality

of the data while preserving important features, the Dropout layers prevent overfitting by

randomly deactivating a fraction of neurons during training, and the BatchNormalization

layers ensure that the data is normalized within each mini-batch, promoting stable and

efficient learning.

Throughout the validation process, this 1D CNN model consistently demonstrated excep-

tional performance across all validation folds, reflecting its robustness and reliability. The

model’s effectiveness was evaluated using key metrics such as precision, recall, and F1 score,

all of which were computed for each class using the aggregated confusion matrix from all

validation folds. The model achieved an impressive overall accuracy of 97.5%, with precision

reaching 97.6%, recall at 97.5%, and F1 scores also at 97.6%. These metrics underscore the

model’s proficiency in accurately classifying a wide range of tactile textures, highlighting

its ability to generalize well across diverse data samples and maintain high performance

across different texture classes.

To further support these findings, Figure 4.2 provides a comprehensive visualization in

the form of a confusion matrix, derived from the validation dataset. This matrix offers

a detailed breakdown of the model’s classification performance, illustrating its capability

to differentiate between various texture classes with high precision and recall metrics for

each class. The confusion matrix not only reinforces the overall accuracy and effectiveness

of the model but also sheds light on its strengths and potential areas for improvement in
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classifying specific texture classes. Collectively, these results affirm the strong performance

and reliability of the 1D CNN model in the classification of tactile textures, making it a

valuable tool in the field of tactile sensing and robotic perception.

Figure 4.2: Confusion matrix of a 1D CNN classifier for window duration of 3 seconds

Convolutional-Bidirectional LSTM Classifier:

Figure 3.9 showcases a hybrid architecture that combines convolutional layers for feature

extraction with bidirectional LSTM (BiLSTM) layers to capture temporal dependencies

within the data. The model also incorporates Dropout, batch normalization, and Max-

Pooling layers to enhance regularization and refine feature extraction.

The model demonstrated strong performance across all validation folds. Metrics such as
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precision, recall, and F1 score were calculated for each class using the aggregated confusion

matrix from all folds. The model achieved an overall accuracy of 96.1%, with precision,

recall, and F1 scores of 96.3%, 96.1%, and 96.2%, respectively. These results underscore

the model’s effectiveness in accurately classifying various tactile textures.

Figure 4.3 provides a detailed view of the confusion matrix for the entire validation set,

highlighting the model’s ability to distinguish between different classes. This figure also

presents precision and recall metrics for each class, offering a comprehensive overview of

the model’s classification accuracy and its capability to differentiate between various tactile

textures.

Figure 4.3: Confusion matrix of a Convolutional-Bidirectional LSTM classifier for window
duration of 3 seconds
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4.1.2.2 Classification for a Window Duration of 6 Seconds

Bidirectional LSTM Classifier:

This model leverages Bidirectional LSTM layers to effectively capture temporal depen-

dencies in both forward and backward directions, making it exceptionally well-suited for

sequence data tasks such as tactile texture classification. By processing information in both

temporal directions, the model can capture intricate patterns and relationships within the

data that might be missed by unidirectional approaches. The integration of dropout and

batch normalization layers further enhances the model’s performance by providing robust

regularization, preventing overfitting, and ensuring stable training across diverse datasets.

Dense layers are employed in the final classification stage, translating the extracted tempo-

ral features into accurate predictions, as depicted in Figure 3.14.

The model consistently exhibited outstanding performance across all validation folds, re-

flecting its reliability and precision. Key metrics, including precision, recall, and F1 score,

were computed for each class using the aggregated confusion matrix derived from all vali-

dation folds. The model achieved an impressive overall accuracy of 99.6%, with precision,

recall, and F1 scores also at 99.6%. These results clearly demonstrate the model’s excep-

tional effectiveness in accurately classifying tactile textures across a wide range of categories,

highlighting its ability to generalize well across varied data.

Figure 4.4 provides a detailed visualization of the confusion matrix for the entire validation

dataset, offering a comprehensive view of the model’s classification performance across all

texture classes. This figure also includes precision and recall metrics for each class, offering

deeper insights into the model’s classification accuracy and its ability to distinguish between

similar textures with high precision. The overall robustness and high performance of this

Bidirectional LSTM model underscore its potential as a powerful tool for advanced tactile

texture classification in various applications.
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Figure 4.4: Confusion matrix of a BiLSTM classifier for window duration of 6 seconds

1D Convolutional Neural Network Classifier:

The model’s architecture was meticulously crafted to capture the temporal dependencies

and spatial features inherent in tactile sensor data. It featured sequential layers, integrating

1D Convolutional layers, Max-Pooling, Dropout, and Batch Normalization, culminating in

a Dense output layer with softmax activation, as illustrated in Figure 3.11.

Throughout comprehensive cross-validation folds, the model consistently exhibited out-

standing performance. Evaluation across all folds indicated an impressive overall accuracy

of 97.5%, with precision, recall, and F1 score metrics each at 97.5%. These robust metrics

underscore the model’s effectiveness in accurately categorizing various tactile textures.
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Figure 4.5 presents a detailed confusion matrix for the entire validation dataset, providing

a comprehensive view of the model’s classification performance across all categories. It also

highlights the precision and recall metrics for individual classes, enhancing our understand-

ing of the model’s capability to distinguish between different tactile textures.

These results demonstrate the model’s ability to effectively capture and classify complex

patterns in tactile data, affirming its potential for real-world applications that require pre-

cise and reliable texture recognition. Additionally, the model’s consistent performance

across varied validation sets suggests its robustness and adaptability, making it a valuable

asset for deploying in dynamic environments where accurate tactile perception is critical.

Figure 4.5: Confusion matrix of a 1D CNN classifier for window duration of 6 seconds
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Convolutional-Bidirectional LSTM Classifier:

Figure 3.9 illustrates the hybrid architecture, which strategically integrates convolutional

layers with bidirectional LSTM (BiLSTM) layers to optimize both spatial and temporal

feature extraction from tactile texture data. The convolutional layers serve as a powerful

tool for detecting and refining local patterns within the input data, while the BiLSTM layers

excel in capturing the sequential dependencies inherent in tactile information. To further

enhance the model’s stability and generalization capabilities, Dropout, batch normalization,

and MaxPooling layers are incorporated. These layers play a crucial role in preventing

overfitting, normalizing activations, and downsampling the feature maps to retain the most

salient information.

The model’s performance was consistently robust across all validation folds, reflecting its

capacity to generalize well to unseen data. Key evaluation metrics, including precision,

recall, and F1 score, were meticulously calculated for each class using an aggregated con-

fusion matrix derived from all validation folds. The model achieved an overall accuracy of

91.8%, with precision at 92.4%, recall at 91.8%, and F1 scores at 92.1%. These metrics

underscore the model’s strong capability to accurately classify a diverse range of tactile

textures, despite the inherent challenges posed by the complex and varied nature of the

input data.

Figure 4.6 provides a detailed overview of the confusion matrix across the entire validation

dataset, offering an in-depth look at the model’s performance on a per-class basis. This

visualization not only illustrates the model’s ability to differentiate between texture classes

but also highlights the precision and recall achieved for each specific class. Such detailed

insights into the model’s classification accuracy and discriminatory power are crucial for

understanding its strengths and potential areas for improvement, ultimately validating its

effectiveness in real-world applications where accurate tactile texture recognition is essential.
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Figure 4.6: Confusion matrix of a Convolutional-Bidirectional LSTM classifier for window
duration of 6 seconds

By using identical data and sliding window approaches, For a window duration of 3

seconds, the BiLSTM model achieved the best performance with a validation accuracy of

98.6% and an F1 score of 98.7%. The 1D CNN model followed, with a validation accuracy

of 97.5% and an F1 score of 97.6%. The hybrid 1D CNN and BiLSTM model obtained a

validation accuracy of 96.1% and an F1 score of 96.2%. For a window duration of 6 seconds,

the BiLSTM model again outperformed others, achieving a validation accuracy and F1 score

of 99.6%. The 1D CNN model maintained a validation accuracy and F1 score of 97.5%,

while the hybrid 1D CNN and BiLSTM model had a validation accuracy of 91.8% and an

F1 score of 92.1%. In comparison, the best F1 scores reported in [90] were 90.3% for the 6-
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second window duration and 84.2% for the 3-second window duration using an active learning

approach. This clearly indicates that not only our top-performing model but all of our models

surpass those results and we have ensured a fair comparison with the existing work, thereby

validating the robustness and generalizability of our models. The superior performance of

our model, as evidenced by the higher evaluation metrics, supports the conclusion that our

deep learning approach is well-suited for tactile data analysis. This work paves the way for

further exploration and optimization of tactile sensing systems, ultimately enhancing the

capabilities of robotic systems in real-world applications.

4.2 Tactile Texture on Uneven Surfaces

4.2.1 Data Collection & Preprocessing

The primary focus of this research is the classification of tactile textures on uneven surfaces.

To achieve this, we collected data from an uneven surface with 12 distinct textures, each

with a concave-convex shape. This challenging surface geometry aims to mimic real-world

conditions more closely, where textures are rarely flat or uniform.

For data acquisition, we utilized a combination of MARG (Magnetic, Angular-Rate,

Gravity) and barometer sensors. The MARG sensors provided comprehensive data including

3-axis magnetic, 3-axis angular velocity, and 3-axis gravity readings, totaling 9 dimensions

(see Fig. 4.7). Along with one barometer reading (see Fig. 4.8), this made a total of 10

dimensions for our dataset. Tactile data was collected across 25 trajectories for each of the

12 textures, resulting in a total of 300 samples.

For each sample, the pipeline generates a scaled instance using a MinMax scaler, which

normalizes the data to a range of 0 to 1 across its 10 dimensions. This scaling ensures that all

dimensions contribute equally to the model’s training process, preventing dimensions with

larger ranges from dominating the learning algorithm. Additionally, MinMax scaling en-

hances the comparability of the dimensions, which can lead to more insightful visualizations
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and more effective pattern recognition during the training process. The resulting scaled data

frame, containing the statistical features for each sample, is then used to train the machine

learning models.
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Figure 4.7: Sample of the MARG data for each of the 12 textures
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Figure 4.8: Sample of the barometer data for each of the 12 textures

We applied a preprocessing pipeline to these raw samples, which involves using an over-

lapping sliding window with a configurable window size and an overlap set to 50% of the

window size. Higher overlapping thresholds could result in excessively similar examples

within the sequence, potentially reducing diversity in the training set and increasing the
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processing time required to transform readings into machine-learning-ready examples. This

could pose challenges in resource-constrained environments.

We experimented with three window sizes (128, 256, and 512) to explore the impact of

temporal features on our texture classification task. This approach generated three datasets:

one with a window size of 128 and 50% overlap consisting of 3962 instances, another with a

window size of 256 and 50% overlap consisting of 1864 instances, and another with a window

size of 512 and 50% overlap consisting of 900 instances.

4.2.2 Texture Classification

In this study, we evaluated nearly 100 different model architectures to determine their effec-

tiveness in classifying tactile texture data on uneven surfaces. Our extensive experimentation

demonstrated that a wide range of models achieved high classification accuracy, showcas-

ing the robustness of our approach across various architectures. For each window size, we

selected the three best-performing models to highlight the diversity and strength of the

classifiers.

The first selected model is a simple Bidirectional LSTM (BDLSTM) model. This model

effectively processes the sequential tactile data, leveraging bidirectional LSTM layers to

capture temporal dependencies in both directions and providing a strong baseline for texture

classification.

The second chosen model is a 1D Convolutional Neural Network (CNN) model in our

selection. This model focuses on leveraging convolutional layers to extract features from

the tactile data and employs a series of dense layers for the final classification. The 1D

CNN model showcases the power of convolutional networks in processing sequential data

and demonstrates its effectiveness in texture classification.

Finally, we included a more complex Convolutional-Bidirectional LSTM (BDLSTM)

model. This sophisticated architecture combines convolutional layers to extract spatial fea-

tures from the tactile data with bidirectional LSTM layers to capture temporal dependencies
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in both forward and backward directions. This dual approach enhances the model’s ability

to understand and classify texture sequences accurately.

By selecting these three models, we highlight the versatility and performance of different

neural network architectures in tactile texture classification. This selection underscores the

capability of our methodology to achieve robust and accurate classification across a variety

of model complexities and structures.

The results are summarized in Table 4.3, which details the performance metrics for

our models, including 1D Convolutional Neural Networks (CNN), Bidirectional Long Short-

Term Memory (BiLSTM) networks, and a hybrid model combining both architectures. The

evaluation spans various window sizes: 128, 256, and 512. The metrics reported include

accuracy, precision, recall, and F1 score, providing a thorough assessment of each model’s

effectiveness.

Window
Size

Model
Training
Accuracy

Validation
Accuracy

Precision Recall F1 Score

CNN & BiLSTM 99.93% 95.6% 95.7% 95.6% 95.6%
128 CNN 99.92% 94.0% 94.1% 94.1% 94.1%

BiLSTM 99.97% 90.4% 90.4% 90.4% 90.4%
CNN 99.97% 93.0% 93.1% 93.1% 93.1%

256 CNN & BiLSTM 99.83% 92.5% 92.8% 92.5% 92.6%
BiLSTM 100% 88.7% 88.9% 88.8% 88.9%
CNN 100% 96.4% 96.6% 96.4% 96.5%

512 CNN & BiLSTM 99.94% 91.1% 91.2% 91.1% 91.2%
BiLSTM 99.94% 89.0% 89.1% 89.0% 89.0%

Table 4.3: Performance metrics of models on different window sizes

This analysis is instrumental in understanding how well these models perform in accu-

rately identifying textures on uneven surfaces, offering a comprehensive view of their ca-

pabilities and strengths. The high validation accuracy, with the highest being 95.6% for a

window size of 128, 93.0% for a window size of 256, and 96.4% for a window size of 512,

demonstrates the models’ proficiency in capturing and classifying intricate tactile patterns.
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4.2.2.1 Classification for Window Size of 128

Convolutional-Bidirectional LSTM Classifier:

The model architecture, depicted in Figure 3.8, was composed of sequential layers, incorpo-

rating Convolutional Neural Networks(CNN), Max-Pooling, Dropout, Batch Normalization,

and Bidirectional Long Short-Term Memory (BiLSTM) layers. It concluded with a Dense

output layer utilizing softmax activation. This specific design was selected to efficiently

capture both the temporal dependencies and spatial features present in tactile sensor data.

The model consistently demonstrated exceptional performance across all folds. Evaluation

metrics, including precision, recall, and F1 score, were computed for each class based on the

aggregated confusion matrix from all folds. With an overall accuracy of 95.6%, precision

of 95.7%, recall of 95.6%, and F1 score of 95.6%, these results underscore the model’s

robustness in accurately classifying tactile textures across all classes.

Visual representations in Figure 4.9 illustrated representative learning curves and accuracy

trends observed during the training and validation phases. These visual insights provided

a clear depiction of the model’s progression over epochs, showcasing convergence patterns

and performance fluctuations.

Figure 4.10 complements these findings by presenting the confusion matrix for the entire

validation dataset, offering a comprehensive view of the model’s classification performance

across all classes. Additionally, Figure 4.10 delineates precision and recall metrics for each

class, further enhancing understanding of the model’s discriminatory capabilities. As evi-

dent in this figure, the lowest precision is observed for texture 1 at 88.4%, while the highest

precision is for texture 10 at 99.1%. In terms of recall, texture 2 has the lowest at 89.6%,

whereas texture 4 achieves the highest recall at 100%.
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Figure 4.9: Learning and accuracy curves of a Convolutional-Bidirectional LSTM classifier
for window size of 128

Figure 4.10: Confusion matrix of a Convolutional-Bidirectional LSTM classifier for window
size of 128
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1D Convolutional Neural Network Classifier:

The model architecture was carefully designed to capture both the temporal dependencies

and spatial features inherent in tactile sensor data. It consisted of sequential layers that

combined 1D Convolutional, Max-Pooling, Dropout, and Batch Normalization, ultimately

concluding with a Dense output layer utilizing softmax activation, as shown in Figure 3.11.

Across rigorous cross-validation folds, the model consistently demonstrated exceptional

performance metrics. Evaluation across all folds revealed an impressive overall accuracy of

94.0%, with precision ,recall and F1 score metrics at 94.1%. The model’s robust evaluation

metrics underscored its efficacy in accurately categorizing tactile textures across diverse

classes.

Figure 4.11 visually depicted the model’s learning curves and accuracy trends observed

during its training and validation phases. These visualizations offered a clear view of how

the model’s performance evolved over epochs, highlighting patterns of convergence and

fluctuations in its effectiveness.

Figure 4.12 provided a detailed confusion matrix for the entire validation dataset, presenting

a holistic view of the model’s classification performance across all categories. Additionally,

it showcased precision and recall metrics for individual classes, enhancing our understanding

of the model’s ability to distinguish between different tactile textures. As is evident in this

figure, the lowest precision is observed for texture 2 at 89.3%, while the highest precision

is for texture 6 at 98.5%. In terms of recall, texture 8 has the lowest at 89.8%, whereas

texture 4 achieves the highest recall at 99.1%. These findings highlight the model’s capacity

to effectively capture and classify complex patterns in tactile data, affirming its potential

for real-world applications requiring precise and reliable texture recognition.
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Figure 4.11: Learning and accuracy curves of a 1D CNN classifier for window size of 128

Figure 4.12: Confusion matrix of a 1D CNN classifier for window size of 128
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Bidirectional LSTM Classifier:

This model utilizes Bidirectional LSTM layers to adeptly capture temporal dependencies

in both directions, making it particularly suitable for tasks involving sequence data like

tactile texture classification. The inclusion of dropout and batch normalization layers aids

in regularization, ensuring stable training, while dense layers facilitate the final classification

process, as depicted in Figure 3.14.

The model showcased excellent performance across all validation folds. Metrics such as

precision, recall, and F1 score were calculated for each class, using the combined confusion

matrix from all folds. Achieving an overall accuracy of 90.4%, a precision, recall and an F1

score of 90.4%, the results clearly indicate the model’s effectiveness in accurately classifying

tactile textures across various categories.

Figures 4.13 and 4.14 provide a visual depiction of the model’s performance. Figure 4.13

illustrates the learning curves and accuracy trends during training and validation, high-

lighting the model’s progression over epochs and showing patterns of convergence and fluc-

tuations in performance. Figure 4.14 presents the confusion matrix for the entire validation

dataset, offering a detailed view of the model’s classification performance across all classes.

This figure also includes precision and recall metrics for each class, which are crucial for

understanding the model’s effectiveness and discriminatory abilities in detail. As is evident

from this figure, the precision varies significantly among different textures, with texture

2 achieving the lowest precision at 84.4%, and texture 10 reaching the highest precision

of 97.5%. Similarly, the recall metrics reveal variability in the model’s performance, with

texture 3 having the lowest recall at 78.7%, while texture 4 demonstrates the highest recall

at 98.5%. These variations highlight the model’s strong overall performance while also indi-

cating areas where it may need further improvement. Such detailed insights into precision

and recall provide a comprehensive understanding of the model’s strengths and limitations

in classifying various tactile textures.
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Figure 4.13: Learning and accuracy curves of a BiLSTM classifier for window size of 128

Figure 4.14: Confusion matrix of a BiLSTM classifier for window size of 128
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4.2.2.2 Classification for Window Size of 256

1D Convolutional Neural Network Classifier:

This architecture is crafted to efficiently capture and classify intricate patterns within tactile

texture data. It utilizes Convolutional Neural Network (CNN) layers for feature extraction,

incorporating MaxPooling for dimensionality reduction and Dropout for regularization.

Dense layers are employed for final classification tasks, as illustrated in Figure 3.12.

The model exhibited strong performance across all validation folds. Precision, recall, and

F1 score metrics were computed for each class using the aggregated confusion matrix from

all folds. With an overall accuracy of 93.0%, and precision, recall, and F1 scores of 93.1%,

these results demonstrate the model’s proficiency in accurately classifying tactile textures

across various categories.

Figures 4.15 and 4.16 visually represent the model’s performance. Figure 4.15 shows the

learning curves and accuracy trends observed during training and validation, highlighting

the model’s progression over epochs and revealing patterns of convergence and performance

fluctuations. Figure 4.16 displays the confusion matrix for the entire validation dataset,

providing a detailed view of the model’s classification accuracy across all classes. This

figure also includes precision and recall metrics for each class, offering deeper insights into

the model’s discriminatory capabilities. As is evident from this figure, the precision varies

among textures, with texture 2 exhibiting the lowest precision at 85.0%, while texture 10

achieves the highest precision of 98.6%. For recall, texture 3 has the lowest value at 86.3%,

whereas texture 4 shows the highest recall at 100%. These metrics underscore the model’s

overall performance while highlighting specific areas of strength and potential improvement

in its classification of tactile textures.
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Figure 4.15: Learning and accuracy curves of a 1D CNN classifier for window size of 256

Figure 4.16: Confusion matrix of a 1D CNN classifier for window size of 256
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Convolutional-Bidirectional LSTM Classifier:

Figure 3.9 illustrates this hybrid architecture, which effectively integrates convolutional

layers for feature extraction with bidirectional LSTM (BiLSTM) layers to capture tempo-

ral dependencies in the data. Dropout, batch normalization, and MaxPooling layers are

incorporated to enhance regularization and facilitate feature refinement.

The model exhibited strong performance across all validation folds. Precision, recall, and

F1 score metrics were computed for each class using the aggregated confusion matrix from

all folds. With an overall accuracy of 92.5%, and precision, recall, and F1 scores of 92.8%,

92.5%, and 92.6% respectively, these results demonstrate the model’s proficiency in accu-

rately classifying tactile textures across various categories.

Figure 4.17 displays the learning curves and accuracy trends throughout both the training

and validation phases. This comprehensive visualization illustrates the model’s performance

evolution over time, highlighting improvements and stability in accuracy. The curves reflect

how the model’s accuracy increased as training progressed, indicating effective learning and

adaptation. Additionally, the validation accuracy trends offer insights into the model’s

generalization capability, showcasing its ability to maintain performance on unseen data.

Figure 4.18 provides an insightful look at the confusion matrix for the entire validation

set, illustrating how well the model distinguishes between different classes. Additionally,

this figure highlights precision and recall for each class, giving a detailed picture of the

model’s classification accuracy and its ability to discern between different tactile textures.

As shown in this figure, the lowest precision is observed for texture 3 at 87.6%, while the

highest precision is achieved by texture 7 at 99.2%. For recall, the lowest is for texture 11

at 87.3%, and the highest is for texture 4 at 100%.
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Figure 4.17: Learning and accuracy curves of a Convolutional-Bidirectional LSTM classifier
for window size of 256

Figure 4.18: Confusion matrix of a Convolutional-Bidirectional LSTM classifier for window
size of 256
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Bidirectional LSTM Classifier:

This model architecture leverages the strengths of Bidirectional LSTM layers to capture

temporal dependencies in the data from both directions. The inclusion of dropout and

batch normalization layers helps in preventing overfitting and stabilizing training, ensuring

robust performance, as illustrated in Figure 3.14.

The model demonstrated commendable performance across all validation folds. Precision,

recall, and F1 score metrics were evaluated for each class using the aggregated confusion

matrix from all folds. The model achieved an overall accuracy of 88.7%, with precision,

recall, and F1 scores of 88.9%, 88.8%, and 88.9%, respectively. These results affirm the

model’s ability to accurately classify a diverse range of tactile textures.

Figures 4.19 and 4.20 provide a comprehensive visualization of the model’s performance.

Figure 4.19 illustrates the learning curves and accuracy trends observed during both the

training and validation phases. This figure provides a comprehensive view of the model’s

performance evolution over time, highlighting consistent improvements and the stability

of the learning process. It showcases how the model’s accuracy and loss metrics fluctuate

during training, offering insights into the convergence behavior and the overall effectiveness

of the training strategy. The curves reveal a steady progression in performance, reflect-

ing the model’s ability to learn and adapt to the data effectively throughout the training

process. Meanwhile, Figure 4.20 presents a detailed confusion matrix for the entire vali-

dation dataset, showcasing the model’s capability to distinguish between different classes.

Additionally, this figure offers class-specific precision and recall metrics, providing deeper

insights into the model’s classification performance and its effectiveness in identifying vari-

ous tactile textures. As is evident in this figure, the lowest precision is observed for texture

1 at 80%, while the highest precision is achieved for texture 10 at 97.3%. For recall, the

lowest is recorded for texture 2 at 81.6%, with the highest recall found for texture 4 at 98%.
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Figure 4.19: Learning and accuracy curves of a BiLSTM classifier for window size of 256

Figure 4.20: Confusion matrix of a BiLSTM classifier for window size of 256
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4.2.2.3 Classification for Window Size of 512

1D Convolutional Neural Network Classifier:

Figure 3.13 illustrates this model, which employs a 1D Convolutional Neural Network

(CNN) architecture for multi-class classification of tactile texture data. The design is

tailored to adeptly capture and process temporal features from the input data, crucial for

precise differentiation between various texture classes. Incorporating MaxPooling, Dropout,

and BatchNormalization layers enhances its capability to effectively learn and generalize

patterns.

The model exhibited strong performance across all validation folds, demonstrating robust

metrics for precision, recall, and F1 score derived from an aggregated confusion matrix.

It achieved an overall accuracy of 96.4%, showcasing its proficiency in classifying diverse

tactile textures with precision of 96.6%, recall of 96.4%, and F1 scores at 96.5%.

Visual insights provided by Figure 4.21 reveal dynamic learning curves and accuracy trends

observed during both training and validation phases, highlighting the model’s consistent

improvement and stability over time.

Figure 4.22 complements these findings with a comprehensive confusion matrix tailored

to the validation dataset. This visualization underscores the model’s effectiveness in dis-

tinguishing between various texture classes, supplemented by detailed precision and recall

metrics for each class. As is evident in this figure, the lowest precision is observed for

texture 2 at 84.5%, while the highest precision is achieved for textures 9 and 10, both at

100%. For recall, the lowest is recorded for texture 3 at 92%, with the highest recall found

for textures 7 and 4, both at 100%. These insights collectively affirm the model’s robust

classification performance across tactile textures.
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Figure 4.21: Learning and accuracy curves of a 1D CNN classifier for window size of 512

Figure 4.22: Confusion matrix of a 1D CNN classifier for window size of 512
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Convolutional-Bidirectional LSTM Classifier:

Figure 3.10 illustrates this model, which utilizes a hybrid architecture combining 1D Convo-

lutional Neural Networks (CNN) with Bidirectional Long Short-Term Memory (BiLSTM)

networks for multi-class texture classification. This approach synergistically leverages CNNs

for spatial feature extraction and BiLSTMs for capturing temporal dependencies in the

input data. The incorporation of Dropout, BatchNormalization, and MaxPooling layers

enhances its ability to effectively process and classify complex patterns.

The model gracefully excelled across all validation folds, revealing its prowess in intricate

tactile texture classification. With an overall validation accuracy soaring at 91.1%, it

confidently navigated the nuances of each texture class, achieving precision, recall, and

an F1 score of 91.2%, 91.2%, and 91.2%, respectively.

In the saga of training and validation, Figure 4.23 unveils the model’s evolution—its learning

curves tracing a tale of perseverance and growth, weaving through epochs with unwavering

stability and progress.

Meanwhile, in Figure 4.24, the narrative shifts to a visual symphony of the model’s dis-

cernment. Each pixel of the confusion matrix paints a portrait of its ability to untangle

the threads of texture classification, with precision and recall metrics adorning each class,

illuminating the model’s keen eye for detail and accuracy. As is evident in this figure, the

lowest precision is observed for texture 8 at 82.5%, while the highest precision is achieved

for texture 10 at 98.6%. For recall, the lowest is recorded for texture 11 at 80%, with the

highest recall found for texture 10 and texture 4 at 97.3%.

Together, these visual epics encapsulate the model’s journey—its triumphs etched in accu-

racy metrics and visualized through the artistry of learning curves and confusion matrices.
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Figure 4.23: Learning and accuracy curves of a Convolutional-Bidirectional LSTM classifier
for window size of 512

Figure 4.24: Confusion matrix of a Convolutional-Bidirectional LSTM classifier for window
size of 512
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Bidirectional LSTM Classifier:

This model employs a Bidirectional Long Short-Term Memory (BiLSTM) architecture for

texture classification. Bidirectional LSTMs effectively capture dependencies in both for-

ward and backward directions in sequential data. The inclusion of Dropout and Batch

Normalization layers enhances the model’s robustness and stability, as depicted in Figure

3.15.

The model demonstrated exceptional performance across all validation folds, showcasing its

capability in intricate tactile texture classification. Achieving an overall validation accuracy

of 89.0%, it effectively navigated the complexities of each texture class with precision, recall,

and an F1 score of 89.1%, 89.0%, and 89.0%, respectively

During the training and validation phases, Figure 4.25 provides insights into the model’s

progression—an evolution depicted through its learning curves, marking steady growth and

stability across epochs.

Figure 4.26, on the other hand, visually represents the model’s discernment capabilities

through a comprehensive confusion matrix. This matrix illustrates the model’s proficiency

in distinguishing between various texture classes, with each cell providing insights into the

model’s classification accuracy. Complementing this, precision and recall metrics for each

class are highlighted, offering a detailed view of the model’s performance.

As evident in this figure, the lowest precision is observed for texture 8, with a value of

82.3%, while the highest precision is achieved for texture 10 at 98.6%. When examining

recall, texture 11 shows the lowest value at 80%, whereas texture 7 attains the highest

recall of 97.3%. These figures provide a nuanced understanding of the model’s strengths

and limitations, demonstrating its robust overall performance while also pinpointing specific

areas where the model excels or could be further refined.
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Figure 4.25: Learning and accuracy curves of a BiLSTM classifier for window size of 512

Figure 4.26: Confusion matrix of a BiLSTM classifier for window size of 512
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In our study, we evaluated the performance of three different models—CNN, BiLSTM,

and a hybrid CNN & BiLSTM model—across three distinct window sizes for tactile texture

classification on uneven surfaces. The validation accuracy results demonstrate that the CNN

model generally performs best across the different window sizes, achieving a peak validation

accuracy of 96.4% with a window size of 512. The hybrid CNN & BiLSTM model exhibited

its strongest performance with a validation accuracy of 95.6% using a window size of 128,

whereas the BiLSTM model showed the highest accuracy of 90.4% with a window size of

128.

Specifically, for the window size of 256, the CNN model achieved a validation accuracy

of 93.0%, outperforming the hybrid CNN & BiLSTM model with 92.5% and the BiLSTM

model with 88.7%. For the window size of 512, the CNN model achieved the highest accuracy

at 96.4%, followed by the hybrid CNN & BiLSTM model at 91.1% and the BiLSTM model

at 89.0%. These findings underscore the effectiveness of the CNN model in handling the

classification task across different window sizes, with the hybrid model also demonstrating

competitive performance (see Table 4.3).

Given the absence of existing literature on tactile texture classification for uneven sur-

faces, we could not benchmark our results against other studies. Therefore, while our find-

ings highlight the efficacy of the models employed, further research and comparative analysis

would be valuable for contextualizing these results within the broader scope of tactile texture

classification advancements.
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Chapter 5

Conclusion

In this thesis, we have made significant strides in advancing tactile perception in robotics,

with a specific emphasis on texture recognition on uneven surfaces through deep learning

techniques. This research addresses critical gaps in the existing literature, particularly the

challenges associated with collecting and processing tactile data on uneven surfaces—an area

that has been largely overlooked.

To address these challenges, we developed and implemented a comprehensive strategy

for tactile data collection, which was rigorously tested in both simulated and real-world

environments to ensure robustness and reliability. Our approach includes a novel method for

blind surface reconstruction, aimed at enhancing the collection of tactile data along pathways

on uneven surfaces. Additionally, we introduced a robust texture classification method for

uneven surfaces by integrating kinematic data from a robotic manipulator with an IMU

sensor. Through a series of controlled experiments, our methodologies demonstrated effective

tactile texture classification across twelve different textures printed on curved surfaces

The first main achievement was the development of a novel approach for blind surface

reconstruction on uneven surfaces. This approach enables robotic systems to acquire tactile

data from surfaces where traditional vision-based methods might fail. The reconstruction

process is achieved by collecting contact points, along with their corresponding position

and normal vectors, as the robot explores the surface. These points act as waypoints for

generating exploratory trajectories, ensuring comprehensive coverage and data collection.
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This method facilitates tactile data acquisition on complex surfaces, a task that has not

been fully explored in previous research.

The second major accomplishment was the validation of this approach through the design

of a simulation environment that closely mirrors real-world conditions. This simulation was

crucial for testing and refining strategies before deploying them in a physical robot, providing

significant advantages in terms of cost, safety, and time efficiency. The absence of similar

simulation tools in the existing literature highlights the novelty and importance of this work,

setting a new standard for tactile sensing research.

The third key advancement was the establishment of the first tactile texture dataset

specifically for uneven surfaces. While previous studies have focused predominantly on even

surfaces, this work pioneers the creation of a dataset that captures the complexities of uneven

textures. The dataset was generated using a combination of MARG (Magnetic, Angular-

Rate, Gravity) and barometer sensors, providing a rich set of features for subsequent analysis.

A meticulous preprocessing pipeline, involving sliding windows and MinMax scaling, was

employed to ensure the data was ready for machine learning applications. The sliding window

method segments the dataset into overlapping windows, facilitating multi-scale analysis while

efficiently managing computational resources. Furthermore, the sliding window approach

mimics human tactile exploration, where textures are discerned through sequential touches,

providing a more refined understanding of surface characteristics. This dataset represents

a significant resource for future research in tactile texture classification and addresses a

previously unexplored area in the field.

The fourth significant result involved conducting texture classification on a separate

dataset from even surfaces, sourced from an alternative study. This approach enabled us

to evaluate and compare the performance of our classification models on both surface types

separately. We applied several deep learning models, including 1D Convolutional Neural

Networks (CNNs), Bidirectional Long Short-Term Memory (BiLSTM) networks, and a hy-

brid of these architectures, to analyze time-series data for texture classification. For uneven
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surfaces, our models achieved an average accuracy, precision, and recall of 92.3%, 92.4%, and

92.3%, respectively. In comparison, for even surfaces, the metrics improved substantially,

with average values of 96.9%, 97.0%, and 97.0%, respectively. This demonstrates the efficacy

of our approach and the advantages of using advanced deep learning techniques for accurate

texture classification across different surface types.

For even surfaces, we conducted a comparison with the work of [90], which utilized an

active learning (AL) approach. Our models consistently outperformed their results. Specifi-

cally, our best model, the BiLSTM, achieved a validation accuracy of 98.6% and an F1 score

of 98.7% for the 3-second window, compared to their best F1 score of 84.2% using AL. Sim-

ilarly, for the 6-second window, our BiLSTM model reached a validation accuracy and F1

score of 99.6%, significantly surpassing their best F1 score of 90.3%. These findings demon-

strate that not only our top-performing models but also all our models delivered superior

performance compared to their best results, underscoring the robustness and effectiveness of

our approach.

Several challenges were encountered during trajectory execution. The manipulator’s lim-

itation of four degrees of freedom restricted its ability to follow the orientation markers in all

directions, necessitating a straightforward pathway for experimental validation. Addition-

ally, the sensory module risked getting stuck in surface gaps during exploratory movement,

spectacularly due to the relatively large radius of the sensor’s circular part and its adhesive

material. To mitigate this, the trajectory was performed using the sensor’s edge, ensuring

a smoother and safer operation that prevented damage to both the manipulator and the

sensor. To address these challenges, simulated environments were utilized to ensure reliable

surface reconstruction and trajectory planning before real-world deployment. This prelim-

inary validation in a controlled setting facilitated the development of robust methods for

surface exploration.

Future research should explore several avenues to enhance tactile texture classification

and robotic perception. Employing manipulators with additional degrees of freedom could
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significantly improve access to all surface points during trajectory execution, allowing for

more comprehensive data collection, particularly in complex environments. Additionally,

smaller tactile modules could be incorporated to facilitate exploration of intricate concavities

and finer surface features, providing a more detailed understanding of diverse textures.

To advance the field further, expanding the dataset by including a broader range of

textures and increasing the number of trajectories per texture would yield a larger sample

size for each texture class, ultimately enhancing the robustness and accuracy of classification

models. Moreover, incorporating a variety of uneven surface geometries, beyond the single

concave-convex shape used in the current study, would enable the development of datasets

applicable to both texture and shape recognition tasks. This would make the data more

versatile and representative of real-world scenarios.

Focusing on the most impactful features among the ten different sensor dimensions is

another critical area for future research. By identifying and prioritizing these features, the

performance of texture classification models could be optimized for greater efficiency and ef-

fectiveness. Additionally, experimenting with alternative models and surface reconstruction

methodologies for uneven surfaces could lead to new insights and improved performance.

Training on various model architectures, such as advanced neural networks or hybrid ap-

proaches, would further refine classification accuracy and adaptability.

n conclusion, this thesis presents a novel methodology for tactile texture classification,

with a focus on uneven surfaces. This research marks a significant advancement in the field,

introducing innovative techniques for analyzing and understanding complex surface textures.

The findings hold great promise for improving robotic navigation and interaction in diverse

environments. Additionally, the dataset developed in this study could serve as a valuable

resource for further research, providing a foundation for future advancements. Building

upon this work, future efforts could pave the way for more sophisticated and efficient robotic

systems, further enhancing their tactile perception capabilities.
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