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ABSTRACT

Multilevel inverters (MLIs) are counted as the crucial part of the electric drive systems

(EDSs) primarily due to their ability to handle higher operating powers and voltages, to

provide high-quality output waveform, and to reduce dv/dt. Nevertheless, MLIs require a

complex control system to handle multiple control objectives such as load currents, floating

capacitors (FCs) voltage, current tracking errors, and common-mode voltage (CMV) mini-

mization. Among them, the load current and FC voltage objectives are associated with the

basic operation of the MLI, whereas the CMV minimization is associated with the safety

and reliability of the MLI-fed EDSs. Hence, the CMV minimization becomes obligatory to

ensure the safety of the system.

To achieve multiple objectives of MLIs, finite control-set model predictive control (FCS-

MPC) methods became promising solutions due to the following features: (i) ease of im-

plementation, (ii) intuitive philosophy, (iii) fast transient response, (iv) ability to handle

multiple objectives with a single cost function, (v) easy to compensate control delay, and

(vi) flexible to include system constraints and nonlinearities. However, FCS-MPC methods

use a cost function with weighting factor to directly minimize the CMV of MLIs. The im-

proper selection of weighting factors directly affects the current harmonic distortion of MLIs.

They also need higher execution time to implement in real-time control platforms.

To address the challenges associated with the conventional FCS-MPC methods, a new

per-phase FCS-MPC philosophy is proposed in this thesis. The proposed philosophy min-

imizes the CMV without using a cost function, thereby eliminating the need of weighting

factors and their impact on current harmonic distortion. Also, the proposed FCS-MPC

is designed to achieve the control objectives of each phase by using an independent cost

function, resulting in a shorter execution time. The proposed philosophy is applied to a

five-level inverter (FLI). The continuous-time and discrete-time models of FLI are developed

to implement the proposed FCS-MPC. Finally, the steady-state and transient performances

are verified on dSPACE-DS1103 controlled FLI laboratory prototype. Also, a comparative

analysis of the proposed and conventional FCS-MPC is presented.
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Chapter 1

INTRODUCTION

Over the past decade, multilevel inverters (MLIs) have become one of the promising

solutions for high-power and medium-voltage (MV) industrial applications [1, 2], owing to

their features of low harmonic distortion, low dv/dt, low switching losses, and low device

voltage stress [3]. Over the course of more than three decades of research and development,

several multilevel inverter (MLI) topologies have been developed, and they are categorized

into integrated MLIs and multi-cell inverters [2]. Typically, integrated MLIs are designed to

handle operating voltages from 2.3 kV to 4.16 kV, whereas the multi-cell inverters can reach

more than 6 kV operating voltage [4, 5]. These inverters have successfully commercialized

as both standard and customized products that support a variety of applications, including

electric drive systems (EDSs) [6,7], wind energy conversion systems [8], photovoltaic energy

systems [9], high-voltage direct current (HVDC) transmission systems [10,11], power quality

devices [12, 13], electric vehicles [14], railway traction systems [15, 16], and marine power

systems [17].

Irrespective of the MLI topology, it requires a complex control system to handle multiple

control objectives. These objectives are further categorized into load and inverter objec-

tives [18], and they vary with the type of MLI topology and type of application. Some of the
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load objectives are currents, torque/flux (for EDS applications), and active/reactive powers

(for grid applications), and these objectives directly related to the operation of the MLI.

On the other hand, the converter objectives directly affect the reliability of the MLI. Some

of the converter objectives are floating capacitor (FC) voltages, switching frequency/losses

minimization, and common-mode voltage (CMV) minimization [19]. Among them, CMV is

one of the critical issue in MLIs, which induces bearing currents and shaft voltages in EDSs,

and causes premature bearings failures and shaft breakdown over a long run [20–22]. This

further leads to increased cost of maintenance and downtime. Hence, CMV minimization is

critical to develop a reliable MLI-fed EDSs.

1.1 Background and Motivation

Over the years, the impact of CMV on MLI-fed EDSs has been rigorously investigated

and developed several solutions to either block or minimize the CMV [23]. These solutions

have been broadly categorized into hardware-based [24,25] and software-based solutions [26,

27]. The hardware-based solutions need an additional hardware circuitry to be installed in

the EDSs to block or minimize the CMV. Some of the hardware-based solutions are the

use of isolation transformers [28, 29], common-mode filters/chokes [30–34], common-mode

transformers [35–37], and fourth arm converter approach [38]. These solutions are highly

effective in blocking or minimizing the CMV. However, they need additional space to install

them, which leads to increase in the size and cost of the overall MLI-fed EDSs.

On the other hand, the software-based solutions are widely studied for minimizing CMV

in MLI-fed EDSs. These solutions mainly involve simple modifications and implementation

of control algorithms in digital control platforms [26,27]. Hence, these solutions significantly

reduce the hardware complexity, volume, and cost of the EDSs. Some of the popular software-

based solutions are linear control methods with space vector modulation (SVM) scheme [26,
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39], sequential model predictive control (SMPC) methods [40,41], and finite control-set model

predictive control (FCS-MPC) methods [27]. In linear control methods, the space vector

modulation scheme is designed to switch the MLIs with the selective switching vectors that

produce the lowest CMV [42,43]. However, the real-time selection of such switching vectors

from all the redundancy switching vectors is quite complex as it involves sector identification,

duty cycles calculation, and switching sequence formulation [44]. Moreover, the available

redundancy switching vectors drastically increases with the output levels of MLIs. Hence,

these methods are difficult to apply for higher output level MLIs [45]. Furthermore, the

linear controller method uses synchronous dq-frame PI-regulators to control the currents

and logical functions-based algorithm to balance the FC voltages. These methods exhibit

poor transient response due to the limited controller bandwidth, improper selection of PI-

gains, and switching frequency [46, 47].

Alternatively, SMPC methods allow flexible control of multiple objectives in MLIs by

using multi-stage optimization process [40,41,48,49]. These methods follow the space vector

philosophy in identifying the candidate switching vectors for optimization process [40, 48].

Furthermore, it requires a weighting factor dependent cost function to minimize the CMV,

which affects the MLIs performance. On the other hand, the offline selection of switching

vectors with the lowest CMV has been applied in selecting the candidate switching vectors

for optimization process [41, 49]. This process becomes cumbersome with the increases in

output levels of MLIs. Irrespective of the SMPC method, they takes shorter execution time

and exhibit poor transient performance compared with FCS-MPC methods [50].

FCS-MPC methods use single cost function to achieve multiple objectives of MLIs, while

following the intuitive philosophy in their implementation [51]. However, the performance

of FCS-MPC methods greatly depends on the discrete-time models accuracy and selection

of weighting factors [52]. Traditionally, the forward Euler integration method-based models
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are employed in implementation of FCS-MPC methods [53]. These models lead to higher

current tracking error and switching frequency under a larger sampling time operation [54].

Alternatively, Heun’s integration method-based models are adopted in the implementation

of FCS-MPC methods. These models improve the MLI performance while operating at a

low switching frequency. However, they need a longer execution time to implement in real-

time controllers [55]. Irrespective of the use of forward Euler and Heun’s method-based

models, the conventional FCS-MPC methods need a cost function with weighting factor to

directly minimize the CMV in MLIs [56, 57]. Moreover, the selection of weighting factors

directly affect the MLI performance, including current harmonic distortion and FC voltage

ripple [58]. Hence, there is a need for FCS-MPC methods, which can take a shorter execution

time while minimizing the CMV in MLIs without using a weighting factor dependent cost

function.

1.2 Objectives of the Thesis

Aforementioned issues and challenges associated with the conventional FCS-MPC meth-

ods for MLIs are addressed in this thesis. The objectives of this thesis are summarized as

follows:

• Developing an FCS-MPC method to minimize the CMV in MLIs without using a weighting

factor dependent cost function.

• Developing an FCS-MPC method that takes a shorter execution time to implement in

real-time controllers for MLIs.

• Developing Heun’s integration method-based discrete-time models of five-level inverter to

implement the proposed FCS-MPC philosophy.

• Conducting experimental studies to verify the effectiveness of the proposed FCS-MPC.
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• Conducting a comprehensive comparison of the proposed and conventional FCS-MPC

methods.

1.3 Outline of the Thesis

The outline of the thesis is as follows: Chapter 2 presents a comprehensive review of

various hardware-based and software-based solutions for CMV minimization in MLIs. Chap-

ter 3 presents the implementation and validation of the proposed FCS-MPC methodology

for an FLI. This chapter also presents the experimental performance at different operating

scenarios, including a comprehensive comparison with the conventional FCS-MPC method.

Chapter 4 outlines the conclusions and the future work of this research.
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Chapter 2

OVERVIEW OF COMMON-MODE VOLTAGE

MINIMIZATION METHODS

2.1 Introduction

Due to the switching actions of the switching devices, the multilevel inverters (MLIs)

produce a common-mode voltage (CMV). The representation of CMV in voltage source

converter (VSC) fed electric drive systems (EDSs) is depicted in Fig. 2.1 [7]. The EDSs

consist of a voltage source rectifier (VSR) to convert the fixed AC power from medium-

voltage (MV) grid to DC power, whereas the DC power is converted into variable AC power

on the MV motor-side by using a voltage source inverter (VSI). The VSR and VSI produces

CMV, and they are denoted with vcmr and vcmi, respectively [7]. The net CMV (vcm) of

the EDSs is equal to the summation of vcmr and vcmi, and it measured between the AC-grid

and motor grounds as shown in Fig. 2.1. The differential-mode (DM) filter on grid and

motor-sides mainly improves the harmonic performance on their respective sides, and does

not have any impact on the CMV [7]. These filters can be eliminated if the EDSs are fed by

MLIs rather than two-level VSR/VSI.

The produced CMV component in MLI-fed EDSs superimposes on the load voltage com-

ponent, resulting in a premature failure of motor winding insulation [34, 59]. Also, the
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Figure 2.1: Common-mode voltage representation in EDSs.

CMV induces bearing currents and shaft voltages through stray capacitance between motor

frame and bearings in EDSs, which causes bearing failure and shaft breakdown over a long

run [20,21]. As a result, the EDSs reliability and life expectancy becomes shortened. Hence,

the CMV minimization of CMV is very critical in developing a reliable MLI-fed EDSs.

Over the years, several solutions have been developed to block or minimize the CMV in

MLIs and their applications. These solutions are broadly categorized into hardware-based

solutions and software-based solutions in this thesis. The hardware-based solutions use exter-

nal hardware circuitry to block or minimize the CMV in MLIs. Some of the hardware-based

solutions are isolation transformers [28, 29], common-mode (CM) filters [30–33], common-

mode transformer (CMT) [35–37], and fourth-leg converter structures [38]. On the other

hand, software-based involves simple modifications and implementation of control algo-

rithms. Some of the software-based solutions are linear controllers with space vector mod-

ulation (SVM) scheme [26,39,42,44,45,60,61], sequential model predictive control (SMPC)

methods [40,41,48,49], and finite control-set model predictive control methods [27,53,56,57].

This chapter delves into both hardware-based and software-based solutions for the minimiza-

tion of CMV in MLIs. Also, the advantages and problems associated with these solutions

are highlighted in this chapter.
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2.2 Hardware-Based CMV Minimization Approaches

Hardware-based solutions encompass a range of techniques and methodologies aimed at

reducing or blocking CMVs in MLIs. These solutions typically involve the use of specialized

components, circuit designs, and shielding methods to suppress CMVs effectively in MLIs.

MV
Grid

Isolation
Transformer

DM
Filter

g

g

VSR

vcm= vcmr+vcmi

VSI

DM
Filter

o

MV
Motor

Figure 2.2: CMV blocking with isolation transformer.

2.2.1 Isolation Transformer Approach

Traditionally, the isolation transformer is used to block the CMV in MLI-fed EDSs, and it

is incorporated on AC-grid side of the EDSs as shown in Fig. 2.2 [7,28]. In high-power appli-

cations, the isolation transformer is designed with phase-shifted multiple secondary windings

(12-pulse or 18-pulse transformers) to improve the grid-side harmonic performance [29]. Typ-

ically, the delta-winding configuration of the isolation transformer is connected to AC-grid

side, whereas the Y -winding configuration is connected to the VSR as shown in Fig. 2.2.

The delta winding of the transformer blocks the common-mode current entering from the

grid to the motor side. Moreover, the grid and motor neutrals are grounded. Hence, the

motor CMV appears between the transformer Y -winding neutral and ground point as shown

in Fig. 2.2. Overall, the use of isolation transformer does not eliminate the motor CMV, and

it is simply transfers the CMV from motor to the transformer. Therefore, the transformer

winding insulation should be designed to withstand the additional CMV voltage stress [7,28].
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However, the motor stator winding neutral is not accessible in practice. In such scenario,

the motor and transformer neutrals were left floating as shown in Fig. 2.3 [7, 28]. In that

case, the CMV distribution between the transformer and motor depends on the size of the

transformer and motor parasitic capacitances of Ct and Cm, respectively as shown in Fig. 2.3.

These capacitances also referred as a common-mode (CM) capacitance as they provide path

for the CM current produced the CMV [7,28]. Typically, the size of Cm is much larger than

the Ct, resulting in a significant amount of CMV appears between the transformer neutral to

ground. Therefore, the CMV seen by the motor is very small, which leads to improvement

in motor reliability and life expectancy.

MV
Grid

Isolation
Transformer

DM
Filter VSR

g

g
Ct

VSI

DM
Filter

o

MV
Motor

Cm
Ct << Cm

Figure 2.3: CMV blocking with isolation transformer including parasitic capacitance.

The isolation transformer effectively blocks the CMV for the motor, but it has several

drawbacks [7, 28]:

• Size and Weight: Isolation transformers are often bulky and heavy, especially for high-

power applications. Integrating them into electric drives may required additional space

and structural support, which can be impractical in some cases.

• Cost: Isolation transformers can be relatively expensive compared to the CMV mitigation

techniques. The cost of the transformer itself, along with installation and maintenance

expenses, can add to the overall system cost.
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• Energy Losses: Isolation transformer incur energy losses due to electrical and magnetic

losses. These losses contribute to reduced efficiency and may required additional cooling

measures to dissipate heat effectively.

2.2.2 Common-Mode Filters

The passive common-mode (CM) filters are one of the feasible solutions to mitigate the

CMV in MLI-fed EDSs, and they are designed with the passive components such as resistor,

capacitor, and inductor [32, 62]. Typically, a large CM inductor is used as a CM filter in

EDSs [24], and it is referred to as a passive CM filter. The circuit configuration of a passive

CM filter is shown in Fig. 2.4 [30]. Typically, the CM inductor has been integrated with the

DM filter to reduce the overall size of the CM filter. In which, the DM filter is designed to

eliminate the ripple in motor or grid currents, whereas the CM inductor blocks the CMV

and suppress the CM current in MLI-fed EDSs [30]. Furthermore, the CM resistance will be

included in the CM current path to damp the resonance oscillations caused by the DM filter

as shown in Fig. 2.4. Depending on the EDSs structure, the CM inductor can be installed

on grid-side, motor-side or DC-link side [30–32, 63, 64].

MV
Grid

g

g

a

b

c

DM Filter VSR

Vdc

Large CM
Inductor VSI

Cf

DM Filter

o

o

MV
MotorLdm ia + icm/3

ib + icm/3

ic + icm/3 vcm

icmRcm

icm/3

icm/3
Cdm

p

q

r

Lf

ip

Figure 2.4: MLI-fed EDSs with passive common-mode filter

However, the use of passive CM filters lead to additional energy losses, resulting in a

reduction in the system efficiency. These filters together with line inductances will cause

10



resonance problems, which will affect the converter reliability. Also, the use of passive CM

filters increase the overall system weight, volume, and cost [30–32, 63].

Alternatively, the active CM filters have been investigated for minimizing the CMV

in MLIs-fed EDSs [33, 65], and the typical configuration of active CM filter is shown in

Fig. 2.5 [33]. The active CM filters are normally designed with power electronic converters

together with passive components as shown in Fig. 2.5. Typically, these filters are designed

to inject a CM current with opposite phase into the main circuit, resulting in complete

elimination of CM current and CMV from the EDSs [33]. However, the performance of

active CM filters greatly depends on accuracy of feedback measurement circuits and closed-

loop controllers bandwidth [33,65]. Additionally, the cost and power losses are key challenges

in active CM filters.
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Figure 2.5: MLI-fed EDSs with active common-mode filter.

2.2.3 Common-Mode Transformers

The conventional passive CM filters cannot eliminate the CMV completely, and they

require a large CM inductor to block the CMV. To improve the performance of passive CM

filter, a new passive filter circuit based on common-mode transformer (CMT) is presented,
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and its circuit configuration is shown in Fig. 2.6 [37]. The new filter circuit achieves the

reduction or complete elimination of CMV in EDSs through combining CMT and RLC

filter components as depicted in Fig. 2.6. The RLC filter is designed to suppress the DM

dv/dt. Additionally, it acts as a low-pass filter and trap the CM current entering into the

EDSs as shown in Fig. 2.6. The trapped CM current pass through the primary winding of

the CMT and induces a voltage component corresponding to the CM current. The primary

side voltage component is transformed into an equivalent secondary voltage component on

each phase secondary side of the CMT. This voltage component opposes the VSI CMV,

resulting in a significant reduction in the net CMV of EDSs [37]. This will further improves

the EDSs performance and reliability. It will also minimizes the risk of electrical interference,

equipment malfunction, and damage caused by CMV, ensuring the smoother operation and

prolonged lifespan of the drive system components [34, 37].
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Figure 2.6: MLI-fed EDSs with passive common-mode transformer

However, passive CMT based filters have some disadvantage, such as they are frequency

dependent as they are typically designed to target specific frequency ranges and they might

not provide sufficient attenuation for all types of CM noise. These filters also introduce

power losses into the system which can result in a reduction in EDSs efficiency. They also

increases cost, size, and weight of the EDSs [37, 66].
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Unlike passive CMT based filters, active CMT-based filters incorporate active electronic

components such as power electronic converters as shown in Fig. 2.7 [35]. The power elec-

tronic converter acts as an active power filter and produces a voltage component equivalent

and opposite phase to the EDSs CMV, at its output terminals. This voltage component will

be injected into each phase of the main circuit through a CMT as shown in Fig. 2.7 [35].

The injected voltage component will be in opposite in phase of the load CMV, resulting in a

zero CMV at the EDSs [35]. The active CMT-based filters use feedback control mechanisms

to continuously monitor and adjust the generated signal to ensure effective cancellation of

the CMV [35,67].

Active Power Filter

Inverter Phase-p
Inverter Phase-q
Inverter Phase-r

v′p
v′q
v′r

vp

vq
o

MV
Motor

vr

Cp

Cp

CMT
3:1:1:1

iAPF

vAPF

z

o

Zcm

Figure 2.7: MLI-fed EDSs with active common-mode transformer circuit

Even though, the active CMT filters can effectively eliminate the EDSs CMV, they have

several drawbacks [35, 68]:

• Complexity: Active CMT-based filters are more complex than passive CMT-based fil-

ters due to the inclusion of components such as power electronic converters and closed

control algorithms, feedback measurement circuits. These circuits increase the design and

implementation complexity of the active CMT-based filters.

• Cost: The use of power electronic converters and associated control circuitry makes active
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CMT-based filters more expensive than passive CMT-based filters. The increased cost will

be a serious concern, especially in cost-sensitive application or when deploying the CM

filters in large-scale systems.

• Power Consumption: The active CMT-based filters require power to operate the power

electronic converter components and control circuitry. The power consumption of active

CMT-based filters is generally higher than that of passive CMT-based filters, which further

affects the EDSs efficiency.

• Potential and Instability: The active CMT-based filters rely on feedback control loops

to adjust the generated signals and effectively cancel out the CMV. Improper design or

implementation of the feedback loops can lead to instability, oscillations, or even system

failure.

• Sensitivity to Noise and Interference: The active CMT-based filters will be more

sensitive to noise and interference compared to passive CMT-based filters, especially in

high-frequency or harsh electromagnetic environments. The active components and control

circuitry will also introduce noise or susceptibility to external interference, which further

degrades the filter performance.

• Limited Bandwidth: The active CMT-based filters use a closed-loop controller to adjust

their output voltage magnitude in real-time. However, the controllers bandwidth will

impact the filter’s ability to minimize the CMVs in EDSs.

2.3 Software-Based CMV Minimization Approaches

Hardware-based solutions effectively blocks or minimizes the CMV, but they increases

system cost, size, and volume. They also affect the system efficiency due to the power
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losses in the additional hardware circuitry. On the other hand, software-based solutions

involve modifications and implementation of control algorithms in digital control platforms

to mitigate the CMV in MLI-fed EDSs. Some of the software-based solutions are linear

control methods with space vector modulation (SVM) schemes [26, 39], sequential model

predictive control (SMPC) methods [40, 41], and finite control-set model predictive control

(FCS-MPC) methods [27].

2.3.1 Space Vector Modulation Schemes

Space vector modulation (SVM) schemes are widely used with the linear control meth-

ods to control the MLIs. It has several key features such as flexibility in selecting the

switching vectors to fulfill the control objectives, improved DC-link utilization, improved

harmonic performance, and a CMV regulation compared with the carrier-based modulation

schemes [69, 70]. The SVM implementation follows the volt-sec balance principle, in which

the required space vector is realized by using the nearest three switching vectors in each

sampling period. The typical design steps involved in the SVM implementation are depicted

in Fig. 2.8, and they are calculation of space vector magnitude and position, sector iden-

tification, duty cycles calculation, identifying the nearest switching vectors, and switching

sequence formulation [70].
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Figure 2.8: Implementation of SVM philosophy.

Among them, the implementation stage of identifying the nearest switching vectors from
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Figure 2.9: Space vector diagram for an FLI.

the available redundancy switching vectors is quite complex. For example, the FLI has a

total of 60 switching vectors, which can be realized with a total of 125 switching vector com-

binations including redundancy switching vectors as shown in Fig. 2.9 [70]. These switching

vectors produce different CMV magnitudes at load terminals and selecting the switching vec-

tors with the lowest CMV becomes cumbersome process with the rise in the output levels of

MLIs. To identify those vectors in real-time, several SVM implementation philosophies such

as αβ, αβ o, abc, and gh-references are studied in the literature [26, 42–44, 71, 72]. These
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philosophies involve the coordination transformation, which increases the implementation

complexity. Other variations in SVM scheme are active zero state PWM (AZSPWM) [73]

and near state PWM (NSPWM) [74]. These PWM schemes are designed to use active switch-

ing vectors to realize the zero switching vectors, thereby the reducing the CMV magnitude

of the inverters.

2.3.2 Sequential Model Predictive Control

The basic principle of sequential model predictive control (SMPC) involves predicting

future system behavior over a finite time horizon and optimizing the control actions in a

sequential manner to achieve desired objectives while adhering to the system constraints.

The SMPC methodology is designed to handle all the control objectives of an MLI in two

stages as shown in Fig. 2.10 [50, 75]. These two stages are known as stage-I and stage-II,

and they are designed to control the load and inverter objectives. Typically, the three-phase

philosophy has been followed in the implementation of stage-I, and it is designed to handle

the inverter AC currents and CMV minimization objectives. Traditionally, a cost function is

formulated with these two objectives and optimized for all possible switching vectors [40,48].

However, the formulated cost function involves the selection of weighting factors, which af-

fects the control performance of the inverter AC current objective. Alternatively, all possible

switching vectors are evaluated in offline by considering the lowest CMV criteria, and elim-

inated the switching vectors which produce the CMV more than the set limits [41, 49, 76].

However, the offline selection of switching vectors become cumbersome with the rise in out-

put levels of MLIs. Finally, the switching vectors with the lowest CMV only considered

in the cost function optimization and identified optimal switching vector [41, 49, 76]. The

selected optimal switching vector applied to stage-II.

On the other hand, the per-phase philosophy has been employed in the implementation of
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Figure 2.10: Block diagram of SMPC method.

stage-II as shown in Fig. 2.10 [50,75]. The stage-II is designed to control the FCs voltage of

each phase in MLI, independently. A cost function has been formulated with each phase FCs

voltage and evaluated for the MLI switching states corresponding to the optimal switching

vector only. Finally, the optimal switching state that gives optimal FC voltage is selected

and applied to the MLI. Even though, the SMPC effectively fulfills all the control objectives,

but it exhibit poor transient response compared to the finite control-set model predictive

control (FCS-MPC) methods [50].

2.3.3 Finite Control-Set Model Predictive Control

Finite control-set model predictive control (FCS-MPC) methods have several prominent

features such as ease of implementation, intuitive philosophy, fast transient response, ability

to handle multiple objectives with a single cost function, easy to compensate control delay,
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and flexible to include system constraints and nonlinearities, and attracted a wide range

of industrial applications, including MLI-fed EDSs [46, 51, 77]. However, FCS-MPC perfor-

mance greatly depends on the sampling time, weighting factors, and models accuracy [52].

The design steps involved in the implementation of an FCS-MPC for an MLI is shown

in Fig. 2.11 [52]. some of the key design steps are reference generation, extrapolation, pre-

diction, cost function formulation, and optimization. To implement these steps, FCS-MPC

requires the MLI mathematical models in discrete-time domain. Typically, the forward Euler

method has been employed to derive the discrete-time model from continuous-time models.

However, such models have poor accuracy and effects controller tracking performance at large

sampling periods [54, 78]. It also leads to high switching frequency operation. To improve

the models accuracy, Heun’s integration method proposed for MLIs in the literature [55].

However, the use of Heun’s integration method-based models increase the real-time compu-

tational burden compared to the use of forward Euler’s method-based models in FCS-MPC

implementation.
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Figure 2.11: Block diagram of FCS-MPC method.
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Irrespective of the type of models, FCS-MPC follows a single stage optimization philos-

ophy to achieve all the control objectives in MLIs. In this approach, a single cost function

will formulated with all the control objectives (predicted and reference control variables),

including inverter AC currents, CMV minimization, and FCS voltage [56, 57]. The cost

function is evaluated for all possible switching states of MLI and identified optimal switch-

ing state that gives a favourable system response. However, this philosophy requires the

proper selection of weighting factors to evaluate the cost value of CMV minimization and

FCs voltage objectives against the inverter AC current control objective [79]. The improper

selection of weighting factors directly affect the inverter AC current performance including

its harmonic distortion and tracking error [58]. Hence, it is necessary to develop FCS-MPC

methods without weighting factor dependency to minimize the CMV.

2.4 Summary

In this chapter, hardware-based and software-based solutions for CMV minimization in

MLIs have been reviewed. The hardware-based solutions use external hardware circuitry,

which leads to an increase in the cost, weight, volume of the system. Also, they affect system

efficiency due to the power losses in the hardware components. On the other hand, software-

based solutions involve the implementation of control algorithms, and they don’t increase the

cost and size of the system. Among the available software-based solutions, FCS-MPC is most

promising methodology due to its ability to handle multiple control objectives. However,

it requires weighting factor dependent cost function to minimize the CMV in MLIs. The

improper selection of weighting factor affects the MLI performance. Also, the conventional

FSC-MPC methods have a high computational burden.
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Chapter 3

A NEW FCS-MPC WITH CMV MINIMIZATION FOR A

FIVE-LEVEL INVERTER

3.1 Introduction

The common-mode voltage (CMV) induces bearing currents and shaft voltages in mul-

tilevel inverter (MLI) fed electric drive systems (EDSs) and causes bearing failure and shaft

breakdown over a long run [20, 21]. To minimize the CMV, software-based solutions are

preferred over the hardware-based solutions due to their ability to reduce the volume and

cost of the MLI-fed EDSs [26, 27]. Some of the software-based solutions are linear control

method with space vector modulation scheme [42, 45], sequential model predictive control

(SMPC) methods [40,80], and finite control-set model predictive control (FCS-MPC) meth-

ods [52, 53, 81].

Among them, FCS-MPC has an ability to handle multiple control objectives of MLIs by

using a single cost function [82, 83]. It also exhibits superior transient performance com-

pared with the linear control methods and SMPC methods [46, 50]. However, FCS-MPC

performance greatly depends on the models accuracy and weighting factors selection [52].

To improve the models accuracy, Heun’s integration method has been introduced in place of

the forward Euler integration method in the literature for MLIs [54,84]. However, the use of
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Heun’s integration method-based models increase the number of computations, resulting in

a need of longer execution time for the real-time implementation of FCS-MPC methods for

MLIs [55]. Moreover, FCS-MPC methods use weighting factor dependent cost function to

minimize the CMV in MLIs [56, 56, 57, 85]. The improper selection of weighting factors di-

rectly impact the primary control objective performance such as current harmonic distortion

and current tacking error etc.

To address the aforementioned concerns, a new FCS-MPC philosophy is proposed to

minimize the CMV in MLIs without using a weighting factor dependent cost function (i.e.,

indirect approach). The proposed FCS-MPC follows the per-phase implementation philoso-

phy, resulting in an independent control of each phase objectives of MLIs. This philosophy

further reduces the execution time of FCS-MPC algorithm in real-time controllers. The

proposed FCS-MPC method is applied to a five-level inverter (FLI), and the corresponding

discrete-time models are developed by using Heun’s integration method. The performance

of the proposed FCS-MPC is verified through experimental studies on a dSPACE/DS1103

controlled laboratory prototype. Also, an experimental comparative study of the proposed

and conventional FCS-MPC is presented.

The Chapter 3 is organized as follows: the FLI topology and operation are presented in

Section 3.2. The continuous-time and discrete-time models of the FLI are also presented in

Section 3.2. The implementation of the conventional and the proposed FCS-MPC philoso-

phies are discussed in Sections 3.3 and 3.4, respectively. The experimental performance of

the proposed FCS-MPC and its comparison with the conventional FCS-MPC methods are

presented in Sections 3.5 and 3.6, respectively.
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3.2 Topology and Modeling of FLI

The circuit configuration of an FLI is shown in Fig. 3.1 [78], and it is designed with eight

IGBT switching devices with anti-parallel diodes (T1x–T8x), where x ∈ {p, q, r} represents

the inverter AC terminal. Among them, T1x and T8x are realized with a series connection

of two identical devices of Vdc/4 blocking voltage each, to handle a net blocking voltage of

Vdc/2, where Vdc is the DC-link voltage. On the other hand, T2x–T7x are realized with a single

device of Vdc/4 blocking voltage. In addition, the FLI requires two floating capacitors (FCs)

(C1x–C2x) with a rated voltage of Vdc/4 per phase. The voltage of C1x and C2x are denoted

with v
C1x

and v
C2x

, respectively, and they are regulated at Vdc/4 each to achieve a five-level

operation by using the device switching states (T1x–T8x) given in Table 3.1 [78]. The AC

terminals of FLI is connected to a passive load, which is formed with a series connection of

a resistor (Rx) and an inductor (Lx).
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Figure 3.1: Circuit configuration of an FLI.

23



According to Table 3.1, the FLI has 6 switching states per phase, resulting in a total of

216 (i.e., 63) switching combinations to generate a five-level output voltage waveform with a

step of Vdc/4 at the AC terminals of a three-phase FLI. The typical voltage levels of an FLI

output voltage (vxm) waveform are Vdc/2, Vdc/4, 0, -Vdc/4, and -Vdc/2. Depending on the

switching state and current direction, the FCs have one of the following states: (i) Charging,

(ii) Discharging, and (iii) No Change.

Table 3.1: FLI switching states and their impact on FC voltages

T1x T2x T3x T4x T5x T6x T7x T8x v
C1x

v
C2x

vxm

1 1 0 1 0 0 0 0 No Change No Change Vdc

2

1 0 1 1 0 0 0 0
Charging

(ix > 0)
No Change Vdc

4

0 1 0 1 0 0 0 1
Discharging

(ix > 0)

Discharging

(ix > 0)
0

1 0 0 0 1 0 1 0
Charging

(ix > 0)

Charging

(ix > 0)
0

0 0 0 0 1 1 0 1 No Change
Discharging

(ix > 0)
− Vdc

4

0 0 0 0 1 0 1 1 No Change No Change − Vdc

2

3.2.1 Continuous-time Models of the FLI

The proposed FCS-MPC is designed to control the load currents and FC voltages of

FLI. It requires discrete-time mathematical models of the FLI to implement in real-time

controllers. The discrete-time models are further derived from continuous-time models and

they are given in this subsection. By applying the Kirchhoff’s voltage law (KVL) on the FLI

AC side shown in Fig. 3.1, the load voltage of phase-x can be written as,

vxn(t) = vxm(t)− vnm(t) (3.1)
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where vxn is load voltage of phase-x, vxm(t) is the FLI AC voltage of phase-x, and vnm(t) is

the FLI CMV.

Considering the balanced operation of the FLI (i.e., ip(t)+iq(t)+ir(t)= 0), the FLI CMV

can be written as,

vnm(t) =
1

3

∑
x=p,q,r

vxm(t) (3.2)

From Fig. 3.1, the FLI AC currents trajectory in the continuous-time domain can be

written by applying KVL on the load-side as,

dix(t)

dt
=

1

Lx
vxn(t)− Rx

Lx
ix(t) (3.3)

where ix(t) is the FLI AC current or load current of phase-x.

From (3.1) and (3.3), the FLI AC current trajectory in the continuous-time domain can

be rewritten as,

dix(t)

dt
=

1

Lx
(vxm(t)− vnm(t))− Rx

Lx
ix(t) (3.4)

The FLI has two FCs in each phase, and their voltages should be regulated at Vdc/4. The

trajectory of the kth FC voltage of phase-x can be written as,

dv
Ckx

dt
=

i
Ckx

C
kx

(3.5)

where v
Ckx

, i
Ckx

, and Ckx are the (k)th FC’s voltage, current, and capacitance of phase-x

respectively, and k ∈ {1, 2} is the FC index.

3.2.2 Discrete-Time Models of the FLI

In this study, Heun’s integration method is employed to derive the discrete-time models

from the continuous-time models. According to the principle of Heun’s integration method,
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the effective value of the predicted control variable y can be calculated by taking the average

of control variables trajectory at the (n)th and the (n + 1)th sampling points, and it is

expressed as [86],

yp(n + 1) =
Ts

2

[
d y

dt

∣∣∣
t= t(n)

+
d y

dt

∣∣∣
t= t(n+1)

]
+ y(n) (3.6)

where superscript “p” represents the effective value of the predicted variable, Ts is the sam-

pling time, dy/dt
∣∣
t= t(n)

represents the control variable trajectory in the predictor stage, and

dy/dt
∣∣
t= t(n+1)

represents the control variable trajectory in the corrector stage.

From (3.3) and (3.6), the effective value of the predicted FLI AC currents can be written

as,

ipx(n + 1) =
Ts

2Lx
(vxn(n) + vxn(n+ 1))− Ts Rx

2Lx
(ix(n) + ix(n+ 1)) + ix(n) (3.7)

where ix(n) is the measured load current. On the other hand, the FLI AC current at the

(n+1)th sampling point is obtained by discretizing the continuous-time model given in (3.3)

by using the forward Euler’s integration method, and it is given as,

ix(n+ 1) =
Ts

Lx

vxn(n)− Ts Rx

Lx

ix(n) + ix(n) (3.8)

From Table 3.1, the FLI AC voltage of phase-x at the (n)th sampling point is given as,

vxm(n) = Vdc T1x − Vdc

2
+ (T2x − T1x) vC1x

(n) + (T8x − T7x) vC2x
(n) (3.9)

where v
C1x

(n) and v
C2x

(n) are the measured FC voltages at the (n)th sampling point.

26



Similarly, the FLI AC voltage of phase-x at the (n + 1)th sampling point is given as,

vxm(n+ 1) = Vdc T1x − Vdc

2
+ (T2x − T1x) vC1x

(n+ 1) + (T8x − T7x) vC2x
(n + 1) (3.10)

where v
C1x

(n + 1) and v
C2x

(n + 1) are the FC voltage outcomes of predictor stage. These

voltages are obtained by discretizing the continuous-time model given in (3.5) by using the

forward Euler’s integration method, and it is given as,

v
C1x

(n + 1) = v
C1x

(n) +
Ts

C1x

i
C1x

(n)

v
C2x

(n + 1) = v
C2x

(n) +
Ts

C2x

i
C2x

(n)

(3.11)

From Table 3.1, the calculation of FCs current at the (n)th sampling point can be written

as,

i
C1x

(n) = (T1x − T2x) ix(n)

i
C2x

(n) = (T7x − T8x) ix(n)

(3.12)

From (3.5) and (3.6), the resultant value of the predicted FLI’s FCs voltage can be written

as,

vp
C1x

(n+ 1) = v
C1x

(n) +
Ts

2C1x

(i
C1x

(n) + i
C1x

(n + 1))

vp
C2x

(n+ 1) = v
C2x

(n) +
Ts

2C
2x

(i
C2x

(n) + i
C2x

(n + 1))

(3.13)

From Table 3.1 and equation (3.8), the FCs current at the (n + 1)th sampling time can

be expressed as,

i
C1x

(n+ 1) = (T1x − T2x) ix(n + 1)

i
C2x

(n+ 1) = (T7x − T8x) ix(n + 1)

(3.14)

3.3 Conventional FCS-MPC Implementation

The conventional FCS-MPC is designed to handle the three-phase FLI objectives such

as load currents, FC voltages, and CMV minimization. The implementation steps of the
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conventional FCS-MPC is depicted in Fig. 3.2, which follows the three-phase implementation

philosophy [55]. In this study, the three-phase FLI reference AC currents are generated with

a peak magnitude of I∗g and a frequency of f ∗
g , and they are given as,

i∗x(n) = I∗g cos(2π f ∗
g t+ θo) (3.15)

where θo represents the three-phase system phase angle difference.
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v
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v
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I∗g f ∗
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vpnm(n+ 1)

v∗
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(n+ 1)

v∗
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Figure 3.2: Implementation procedure of the conventional FCS-MPC.

The three-phase FLI reference AC currents in (3.15) are time-varying signals, and they are

extrapolated to the (n+1)th sampling point by using Lagrange extrapolation as follows [55]:

î∗x(n+ 1) = 3 i∗x(n)− 3 i∗x(n− 1) + i∗x(n− 2) (3.16)
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In this study, the reference value of FCs voltage at the (n)th sampling point is defined,

and it is set to v∗
C1x

(n)= v∗
C2x

(n)=Vdc/4. These signals are DC in nature, and they remain

constant at all sampling points. Hence, the v∗
C1x

(n + 1)= v∗
C1x

(n) and v∗
C2x

(n + 1)= v∗
C2x

(n).

On the other hand, the prediction process of control variables involves the calculation of tra-

jectories at predictor and corrector stages as shown in Fig. 3.2. Initially, the three phase load

currents (ix(n)) and FC voltages (v
C1x

(n) and v
C2x

(n)) are measured at the (n)th sampling

point. These measured values are used in the predictor stage to calculate the three-phase load

currents and FC voltages at the (n+1)th sampling point by using the equations (3.8), (3.9),

(3.11), and (3.12). The measured control variables (ix(n), vC1x
(n), and v

C2x
(n)) together with

the predictor stage outcomes (ix(n+1), v
C1x

(n+1), and v
C2x

(n+1)) are used in the corrector

stage to calculate the resultant value of the predicted control variables (ipx(n+1), vp
C1x

(n+1),

and vp
C2x

(n+1)) by using equations (3.7), (3.10), (3.13), and (3.14). On the other hand, the

CMV directly depends on the inverter AC voltage and its predicted value at the (n + 1)th

sampling point can be obtained from equation (3.2) and (3.10) as,

vpnm(n+ 1) =
1

3

∑
x=p,q,r

vxm(n+ 1) (3.17)

Finally, a single cost function is formulated with the predicted and reference control

variables of three-phases together, and it is given as,

J(n) =
∑

x=p,q,r

[î∗x(n + 1)− ipx(n+ 1)]2 + λv

∑
x=p,q,r

[v∗
C1x

(n+ 1)− vp
C1x

(n+ 1)]2

+ λv

∑
x=p,q,r

[v∗
C2x

(n+ 1)− vp
C2x

(n+ 1)]2 + λm [v∗nm(n + 1)− vpnm(n+ 1)]2
(3.18)

where λv and λm are the weighting factors of the FCs voltage and the CMV objectives,

respectively, and they are selected as per-unit method given in [47, 56]. The cost function

J(n) is evaluated for a total of 216 switching states (St). Finally, the switching state with
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the lowest cost value is selected and applied to the FLI. However, the FLI AC currents

(i.e., load voltage component) and CMV are the function of inverter AC output voltage,

resulting in a coupling between these two objectives as per equation (3.2) and (3.4). Hence,

the minimization of CMV with the help of a cost function affects the FLI AC current control

performance, which leads to increase in the current harmonic distortion. Furthermore, the

conventional FCS-MPC needs longer execution time to implement in real-time controllers

due to the presence of 216 predictions.

3.4 Proposed FCS-MPC Implementation

In the conventional FCS-MPC method, the cost function has been employed to minimize

the CMV (vnm(t)) and its magnitude depends on the reference value of the CMV (v∗nm(t)).

On the contrary, in the proposed FCS-MPC method, the objective of vnm(t) minimization is

integrated into the FLI’s AC current control objective by assuming that v∗nm(t)= vnm(t)≈ 0

at steady-state. Considering this assumption, from (3.1) and (3.4), the simplified FLI’s AC

currents trajectory with an integrated CMV minimization objective can be expressed as,

dix(t)

dt
=

1

Lx
vxm(t)− Rx

Lx
ix(t) (3.19)

Typically, the FLI AC voltage (vxm(t)) consists of load voltage (vxn(t)) and CMV (vnm(t))

components. The load voltage component magnitude will be regulated by controlling the

FLI AC currents or load currents, whereas the CMV limits are set by the user. According

to (3.19), by controlling the inverter ac currents, the FLI produces an AC voltage equal to

the load voltage component (i.e., vxm(t)= vxn(t)), which indirectly implies that the FLI AC

voltage will have a CMV component close to zero (i.e., the lowest magnitude).

By applying Heun’s integration method, the continuous-time model in (3.19) is converted

30



Predictor Stage

Corrector Stage

Optimal Switching

State Selection

Inverter AC Current

Reference Stage

Inverter AC Current

Extrapolation Stage

Stx ≤ 6
Yes

No

Optimal Switching

State T1x–T8x

v
C1x

(n) v
C2x

(n) ix(n)

ix(n + 1)
v
C1x

(n + 1)

v
C2x

(n + 1)

I∗g f ∗
g

i∗x(n)
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Figure 3.3: Implementation procedure of the proposed FCS-MPC.

into discrete-time domain, and the resultant predicted FLI AC current is given as,

ipex (n+ 1) =
Ts

2Lx
(vxm(n) + vxm(n+ 1))− Ts Rx

2Lx
(ix(n) + ix(n+ 1)) + ix(n) (3.20)

whereas the predictive models of FC voltages are remain the same as given in (3.13).

The FLI inverter AC voltages at the (n)th and (n+ 1)th sampling points are calculated

by using (3.9) and (3.10), respectively. According to (3.20), the control of phase-x current

directly depends on their respective phase voltages (i.e., switching states and FC voltages)

only, resulting in an independent control of each phase objectives with the proposed FCS-

MPC. This further results in the per-phase implementation philosophy of the proposed FCS-

MPC, and the corresponding design steps are shown in Fig. 3.3. In this method, the FLI
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reference AC currents are generated with a peak value of I∗g and f ∗
g and they are defined in

(3.15). These currents are extrapolated to the (n + 1)th sampling point by using Lagrange

extrapolation technique, and the extrapolated reference AC currents are given in (3.16).

On the other hand, the prediction process of control variables involves the predictor and

corrector stages in the implementation of the proposed FCS-MPC approach. In this method,

each phase load current (ix(n)) and FC voltages (v
C1x

(n) and v
C2x

(n)) are measured at the

(n)th sampling point. These measured values are used in the predictor stage to calculate

the corresponding phase-x load currents and FC voltages at the (n + 1)th sampling point

by using the equations (3.8), (3.9), (3.11), and (3.12). The measured control variables of

phase-x (ix(n), vC1x
(n), and v

C2x
(n)) together with the predictor stage outcomes (ix(n + 1),

v
C1x

(n+1), and v
C2x

(n+1)) are used in the corrector stage to calculate the resultant value of

the predicted control variables of phase-x (ipex (n+ 1), vp
C1x

(n+ 1), and vp
C2x

(n+ 1)) by using

equations (3.20), (3.10), (3.13), and (3.14).

Finally, the cost function (Jx(n)) for each phase is formulated with their respective phase

objectives (i.e., the predicted and reference control variables of phase-x), and it is given as,

Jx(n) = [î∗x(n + 1)− ipex (n+ 1)]2 + λv [v
∗
C1x

(n + 1)− vp
C1x

(n+ 1)]2

+ λv[v
∗
C2x

(n + 1)− vp
C2x

(n + 1)]2
(3.21)

where λv is the weighting factor of the FCs voltage objective, and it is selected as per-unit

method given in [47,56]. The cost function of each phase (Jx(n)) is evaluated for a total of 6

switching states (Stx). Finally, the switching state that gives a favourable system response is

selected and applied to the FLI. The selected switching state ensures the FLI AC currents and

FC voltages follow their respective references, while producing the lowest CMV. Moreover,

the proposed FCS-MPC involves a total 18 (=3×6) predictions in a sampling time, which are

significantly less than the conventional FCS-MPC. Hence, the proposed FCS-MPC needs a
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shorter execution time, and it is highly feasible to implement in real-time control platforms.

3.5 Experimental Study

The experimental studies are conducted on a 6.5 kVA rated FLI laboratory prototype

as shown in Fig. 3.4. The system specifications of the laboratory prototype are given in

Table 3.2. The FLI is constructed with Semikron SKM100GB12T4 devices, SKHI22B gate

drivers, and EPCOS DC capacitors.

Gate Drivers

dSPACE-DS1103

Oscilloscopes

Sensors

FLI

Interface Card

Resistors

Auto-Transformer

Inductors

Rectifier

Figure 3.4: Laboratory prototype of an FLI.

The DC-link of an FLI is rated to 280 V, and it is generated by using an auto-transformer

and a diode-bridge rectifier as shown in Fig 3.4. For five-level operation, each FC is designed

with a capacitance of 2200 μF and a rated voltage of 70 V. The AC terminals of an FLI are

connected to a three-phase passive load, which is formed with a series connection of a 5 Ω

resistance and a 5 mH inductance. The proposed FCS-MPC algorithm is implemented in

the dSPACE/DS1103 rapid control platform, and it is executed with a sampling time (Ts)

of 200 μs, The performance of the proposed FCS-MPC method is evaluated in terms of total

demand distortion of the FLI AC currents (%TDDi), root mean square (RMS) value of the

CMV (Vcm), average switching frequency (fsw), and computational burden. Additionally,
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Table 3.2: Laboratory prototype specifications

Parameters Description Value

Inverter rated power (Sgr) 6.5 kVA

Inverter rated voltage (Vgr) 208 V (L-L)

Inverter rated current (Igr) 17.68 A (rms)

Inverter rated frequency (fgr) 60 Hz

DC-link voltage Vdc 280 V

FC voltage (VCkx) 70 V

FC capacitance (Ckx) 2200 µF

Load inductance (Lx) 5 mH

Load resistance (Rx) 5 Ω

Sampling time (Ts) 200 µs

the proposed FCS-MPC performance is compared with the existing FCS-MPC methods [55]

with and without CMV minimization.

3.5.1 Steady State Performance of the Proposed FCS-MPC

The steady-state performance of the proposed FCS-MPC with the reference current mag-

nitude (I∗g ) of 10 A and the reference frequency (f ∗
g ) of 60 Hz is shown in Fig. 3.5. The

results show that the FLI AC currents follow their respective reference currents as shown in

Fig. 3.5(a), and they have a %TDDi of 1.94. Each FC voltage is perfectly regulated at 70 V

as shown in Fig. 3.5(b). The FLI produces a line-to-line voltage with 5 steps. It has a voltage

total harmonic distortion (%THDv) of 80.62 while operating at a switching frequency (fsw)

of 725 Hz. Also, the Vcm of FLI is around 28.86 V at I∗g =10 A.

Similar, the steady-state performance of the proposed FCS-MPC at I∗g =25 A and f ∗
g =60 Hz

is presented in Fig. 3.6. Under this scenario, the proposed FCS-MPC produces a %TDDi

and %THDv of 2.06 and 29.09 as shown in Figs. 3.6(a) and 3.6(b), respectively. Each FC
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Figure 3.5: Steady-state performance at I∗g =10 A and f ∗
g =60 Hz.
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Figure 3.6: Steady-state performance at I∗g =25 A and f ∗
g =60 Hz.
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voltage is regulated at its nominal value of 70 V. Also, the fsw of FLI is around to 525 Hz,

which is less than the fsw at 10 A operation. The Vcm of FLI is around 24.56 V at I∗g =25 A.

î∗pipiqir

v
Cq1

v
Cq2

vpq

vcm

I∗g =15 AI∗g =15 A I∗g =25 A

(a) Three-phase load currents

(b) FC voltages, Load voltage, and CMV

Figure 3.7: Dynamic performance with a step change in current magnitude at f ∗
g =60 Hz.

3.5.2 Dynamic Performance of Proposed FCS-MPC

The test results of the proposed FCS-MPC with the step change in I∗g from 15 A to 25 A

and from 25 A to 15 A at f ∗
g =60 Hz are depicted in Fig. 3.7. The actual FLI AC currents

track well their respective references, irrespective of the I∗g as shown in Fig. 3.7(a). These

currents have a %TDDi of 2.12 at I∗g =15 A, and it is reduced to 2.06 at I∗g =25 A. Fol-

lowing Ohm’s law, the FLI AC voltage magnitude increases with the rise in I∗g as shown

in Fig. 3.7(b). The FLI AC voltage has a %THDv of 76.2 at I∗g =15 A and 29.09 at
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I∗g =25 A. The FCs voltage is perfectly regulated at 70 V each, irrespective of I∗g as de-

picted in Fig. 3.7(b). With the proposed FCS-MPC, the FLI produces a CMV of 24.92 V at

I∗g =15 A and 24.56 V at I∗g =25 A.

î∗pip iqir

v
Cq1 v

Cq2

vpq

vcm

(a) Three-phase load currents

(b) FC voltages, Load voltage, and CMV

f ∗
g =+20 Hzf ∗

g =+20 Hz f ∗
g =−20 Hz

Figure 3.8: Dynamic performance with frequency reversal operation at I∗g =20 A.

Similarly, the test results of the proposed FCS-MPC with the reversal of f ∗
g from +20 Hz

to −20 Hz and from −20 Hz to +20 Hz at I∗g =20 A are depicted in Fig. 3.8. Irrespective

of the f ∗
g , the reference and actual FLI AC currents closely follow each other as depicted

in Fig. 3.8(a), and they have a %TDDi of 2.53. The FLI produces a voltage waveform

equivalent to a five-level operation as shown in Fig. 3.8(b), and it has a %THDv of 53.58.

During this process, the phase-q FCs voltage is perfectly regulated at an average voltage of

70 V each, as depicted in Fig. 3.8(b), while producing a CMV of 33.08 V. Overall, the test

results are testimony to the proposed FCS-MPC method’s superiority in regulating the FLI
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AC currents and FCs voltage objectives of each phase, while minimizing the CMV without

using a cost function.

3.6 Experimental Comparison Analysis

The superiority of the proposed FCS-MPC is further demonstrated through a compre-

hensive comparison with the conventional FCS-MPC methods without and with CMV min-

imization [55]. The performance comparison is conducted experimentally on a dSPACE

controlled FLI laboratory prototype. The reference voltage of each FC is set to 70 V and

the FCS-MPC algorithm is executed with a Ts of 200 μs. Figs. 3.9, 3.10, and 3.11 show the

experimental performance of the conventional FCS-MPC without CMV minimization, the

conventional FCS-MPC with CMV minimization, and the proposed FCS-MPC, respectively

at I∗g =20 A and f ∗
g =60 Hz.

î∗pip iqir

v
Cq1 v

Cq2

vpq

vcm

(a) Three-phase load currents

(b) FC voltages, Load voltage, and CMV

Figure 3.9: Experimental performance of the conventional FCS-MPC without CMV mini-
mization at I∗g =20 A and f ∗

g =60 Hz.
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Figure 3.10: Experimental performance of the conventional FCS-MPC with CMV minimiza-
tion at I∗g =20 A and f ∗

g =60 Hz.

Irrespective of the methodology, the FLI produces three-phase load currents correspond-

ing to their reference commands as depicted in Figs. 3.9(a), 3.10(a), and 3.11(a). However,

the conventional FCS-MPC without and with CMV minimization produces a %TDDi of 2.16

and 3.19, respectively, whereas the proposed FCS-MPC produces a %TDDi of 2.14. Also,

all the FCS-MPC methods perfectly maintains each FC voltage at its nominal value of 70 V

as depicted in Figs. 3.9(b), 3.10(b), and 3.11(b). The FLI has a %THDv of 30.18 and 54.82

with the conventional FCS-MPC without and with CMV minimization methods, respec-

tively, whereas the proposed FCS-MPC method produces a %THDv of 45.93 at I∗g =20 A

and f ∗
g =60 Hz. Furthermore, the FLI operates at an fsw of 487 Hz and 473 Hz with the

conventional FCS-MPC methods without and with CMV minimization, respectively. On

the other hand, the proposed FCS-MPC operates at an fsw of 662 Hz at I∗g =20 A and

f ∗
g =60 Hz. The FLI produces a Vcm of 68.95 V with the conventional FCS-MPC without
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Figure 3.11: Experimental performance of the proposed FCS-MPC at I∗g =20 A and
f ∗
g =60 Hz.

CMV minimization, and it is reduced to 29.63 V and 29.08 V with the conventional FCS-

MPC with CMV minimization and the proposed FCS-MPC. Overall, these results proves

that the proposed FCS-MPC effectively minimizes the CMV without using any cost function

while producing the lowest %TDDi. However, the proposed FCS-MPC operates at higher

switching frequency compared to the conventional methods.

3.6.1 CMV Minimization

The CMV minimization ability of the proposed FCS-MPC is compared with the con-

ventional FCS-MPC (without and with CMV minimization) at different operating points

and the corresponding results are shown in Fig. 3.12(a). The results show that the FLI

produces the highest CMV under normal scenarios (without CMV minimization), but it is

significantly minimized with the conventional FCS-MPC (with CMV minimization) and the
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proposed FCS-MPC. However, at lower value of I∗g , the proposed FCS-MPC out-performs the

conventional FCS-MPC due to the elimination of weighting factor dependent cost function.

On the other hand, at high value of I∗g , both the methods have shown similar performance

in minimization of CMV.

20

40

60

80

100

120

300

500

700

900

1100

1300

1.4

1.8

2.2

2.6

3.0

3.4

55

5

1010

10

1515

15

2020

20

2525

25

Vcm (rms) %TDDi

fsw (Hz)

Proposed FCS-MPC
(Indirect CMV Minimization)

Conventional FCS-MPC
(Direct CMV Minimization)

Conventional FCS-MPC
(Without CMV Minimization)

I∗g (A)I∗g (A)

I∗g (A)

(a) (b)

(c)

Figure 3.12: Experimental performance comparison: (a) Common-mode voltage (Vcm), (b)
Total demand distortion (%TDDi), and (c) Average switching frequency (fsw).

3.6.2 Harmonic Performance

The performance of the proposed FCS-MPC is further compared with the conventional

FCS-MPC (without and with CMV minimization) methods in terms of %TDDi at different

values of I∗g , and the corresponding results are depicted in Fig. 3.12(b). The results show that
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the %TDDi increases with the rise in I∗g value, irrespective of the methodology. Furthermore,

the proposed FCS-MPC produces the lowest %TDDi compared with the conventional FCS-

MPC (without and with CMV minimization). Overall, the proposed FCS-MPC produces

the lowest %TDDi while effectively minimizing the CMV compared with the conventional

methods.

3.6.3 Average Switching Frequency

Fig. 3.12(c) portrays the fsw comparison of the proposed FCS-MPC with the conventional

FCS-MPC (without and with CMV minimization) methods. Irrespective of the methodology,

the fsw decreases with the rise in I∗g value. Furthermore, the proposed FCS-MPC causes

high switching frequency operation compared with the conventional FCS-MPC methods with

CMV minimization. It further leads to rise in switching losses of the FLI, which is one of

drawbacks of the proposed FCS-MPC.

Table 3.3: Computational burden comparison

MPC

Method

Maximum Number of

Predictions

Minimum Execution

Time

Existing FCS-MPC [55] 63=216 115 µs

Proposed FCS-MPC 3×6=18 14 µs

3.6.4 Computational Burden

In the experimental studies, the dSPACE-DS1103 control platform is utilized to imple-

ment both the conventional and the proposed FCS-MPC algorithms. They need a minimum

sampling time referred to as a computational burden, to execute all tasks, including the

sampling and conversion process of analog-to-digital signals, predictive algorithm execution,

and gating signal generation without task overrun error in the dSPACE control platform.
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Table 3.3 shows the comparison of the computational burden between the conventional and

the proposed FCS-MPC methods. It shows the conventional FCS-MPC method involves a

total of 216 predictions, and they need a minimum sampling time of 115 μs to complete all

tasks. On the other hand, the proposed FCS-MPC involves only 6 predictions per phase

and a total of 18 predictions in a three-phase FLI as given in Table 3.3. Hence, it takes

a minimum sampling time of 14 μs to complete all tasks in dSPACE-DS1103 without task

overrun error. These results prove that the proposed FCS-MPC’s computational burden is

relatively low, which is 87.83% less in comparison to the conventional FCS-MPC methods.
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Chapter 4

CONCLUSION AND FUTURE WORK

4.1 Conclusion

In this thesis, an FCS-MPC method with indirect CMV minimization capability is pro-

posed for an FLI. The proposed FCS-MPC is formulated by using the per-phase philosophy

and it is highly effective in handling each phase control objectives of an FLI, independently.

Furthermore, for the real-time implementation of the proposed FCS-MPC, Heun’s integration

method is adopted in developing the discrete-time models of an FLI. During the develop-

ment of mathematical models, the objective of CMV minimization is integrated into the FLI

AC current models itself. Therefore, the weighting factor dependent cost function and of-

fline selection of switching vectors to reduce CMV is not required. The proposed FCS-MPC

method’s superiority is demonstrated on a dSPACE-DS1103 controlled laboratory prototype.

The test results confirm that the FLI AC currents and FCs voltages are perfectly regulated

as per their reference commands. Also, a comparative study of the conventional and the

proposed FCS-MPC methods is presented, and the corresponding results are summarized in

Table 4.1. The results prove that the proposed FCS-MPC produces the lowest CMV without

using a cost function and had shown an excellent controllability of the FCs voltage, along

with a low TDD in the FLI AC currents. In addition, the computational burden of the
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proposed FCS-MPC is 87.83% lesser in comparison to the existing FCS-MPC methodolo-

gies. However, the proposed FCS-MPC causes high switching frequency operation of FLI,

which further leads to a higher switching losses compared with the conventional FCS-MPC

methods.

Table 4.1: Comparison summary of FCS-MPC methods

Characteristics Conventional FCS-MPC [55] Proposed FCS-MPC

Implementation

Philosophy
Three-Phase Per-Phase

Discretization

Method
Heun’s Heun’s

Cost Function

for CMV

Minimization

Required Not Required

CMV

Magnitude
Low Low

Computational

Burden

High

(115 µs)

Low

(14 µs)

Current TDD High Low

Switching

Frequency
Low High

4.2 Future Work

There are some challenging issues in the proposed FCS-MPC, which will be considered

for future investigation. Some of the issues are:

1) The high switching frequency operation of the proposed FCS-MPC is not desirable for

high-power MLIs, as it increases the switching losses. Hence, developing an MPC method

with the low switching frequency is an interesting future work.

2) Even though, the proposed FCS-MPC does not require weighting factor selection to min-

imize the CMV, still it requires weight factor selection for FCs voltage control. Hence,
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developing an MPC method with the complete elimination of weighting factors is another

interesting work.

3) While addressing the above concerns, it is necessary to keep the current harmonic distor-

tion and computational burden at the lowest value.
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