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ABSTRACT

In the past few decades, with the explosion of information, a large number of

computer scientists have devoted themselves to analyzing collected data and applying

these findings to many disciplines. Natural language processing (NLP) has been one of

the most popular areas for data analysis and pattern recognition. A significantly large

amount of data is obtained in text format due to the ease of access nowadays. Most

modern techniques focus on exploring large sets of textual data to build forecasting

models; they tend to ignore the importance of temporal information which is often

the main ingredient to determine the performance of analysis, especially in the public

policy view. The contribution of this paper is three-fold. First, a dataset called

COVID-News is collected from three news agencies, which consists of article segments

related to wearing masks during the COVID-19 pandemic. Second, we propose a

long-short term memory (LSTM)-based learning model to predict the attitude of the

articles from the three news agencies towards wearing a mask with both temporal

and textural information. Then we added the BERT model to further improve and

enhance the performance of the proposed model. Experimental results on the COVID-

News dataset show the effectiveness of the proposed LSTM-based algorithm.
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Chapter 1

Introduction

1.1 Overview . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 1

1.2 Motivation . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 4

1.3 Problem Description . . . . . . . . . . . . . . . . . . . . . . . . . . . 5

1.4 Contribution . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 6

1.5 Organization of this Thesis . . . . . . . . . . . . . . . . . . . . . . . . 6

1.1 Overview

The focus of this thesis is on Natural Language Processing (NLP) techniques within

the broader field of Artificial Intelligence (AI) that are used for analyzing text and

categorizing it. AI is a field that combines multiple disciplines to develop algorithms

and systems capable of performing tasks that typically require human intelligence

[15]. This field includes a variety of techniques and methodologies, such as machine

learning, that are used to create intelligent systems.

Essentially, AI involves a wide array of techniques focused on creating intelligent

machines. Machine learning is a sub-field of AI and deep learning is a branch of

machine learning approaches that utilized multi-layer neural networks. And Natural

language processing models are built on those approaches. All those researches are

meant to help human to accelerate the task processing time and reduce the required

human effort.





3

[19].

Natural Language processing is one of the machine learning tasks that mainly fo-

cuses on mining information from textual data and using that information to helping

to analyze more data or make predictions of a future event. It is concerned with

the mutual effect between computer and human languages, deals with the interac-

tion between computers and human languages [20], and the main task is to program

computers to mine information from a large amount of human language data. It

focuses on enabling machines to understand, interpret, and generate human language

in a way that is both meaningful and useful. NLP techniques can be built upon

both machine learning and deep learning approaches. The ultimate goal of NLP is

to make computers ”understand” documents that consist of human language and can

precisely extract meaningful information and be capable of categorizing those docu-

ments. Common NLP tasks include text classification, sentiment analysis, machine

translation, and question-answering systems [21].

The field of natural language processing has also seen significant growth in recent

years. One of the most influential works in this field is the development of the

WordNet lexical database[8], which provides a structured hierarchy of words and

their relationships. Another key development was the introduction of the bag-of-

words model[9], which represents documents as vectors of word frequencies. More

recently, deep learning techniques such as recurrent neural networks and transformer

models have led to significant improvements in tasks such as machine translation and

language modeling[10].

The number of applications that utilize it makes NLP an essential tool. For

example, virtual assistants such as Siri and Alexa use NLP to understand user requests

and provide appropriate responses. Social media platforms use NLP to analyze user-

generated content and personalize recommendations. In healthcare, NLP is used to

extract information from electronic health records and assist with clinical decision-

making[11]. These applications across different domains take advantage of NLP to

extract valuable information from text data.

However, ethical concerns related to bias and challenges related to understand-

ing complex language structures remain significant challenges that require further

research. In this paper, we will review these recent advancements and challenges in

NLP in more detail. The performance of NLP models is constantly being improved

by researchers through the use of advanced algorithms and models, deep learning

techniques, and training on larger and more diverse datasets [12, 13].
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One of the most significant advancements In NLP in recent years has been the

development of transformer-based models, such as BERT and GPT-3. These models

have set new benchmarks in language processing and have improved the accuracy of

NLP models in various applications. Additionally, researchers have been exploring

different training techniques to improve the performance of these models, such as

unsupervised pre-training and domain adaptation [13].

Another area of active research in NLP is sentiment analysis, where the goal is

to determine the emotional tone of text data. Deep learning techniques, such as

convolutional neural networks (CNNs) and recurrent neural networks (RNNs), have

significantly improved the accuracy of sentiment analysis models. Furthermore, re-

searchers have been exploring transfer learning approaches to train sentiment analysis

models on larger and more diverse datasets.

In addition to performance improvements, ethical concerns related to bias in NLP

models remain a significant challenge. Researchers are actively working to address

these concerns by developing fair and unbiased models and datasets. For example,

Google recently released a new benchmark dataset for toxic language detection, which

includes examples from different demographics and languages to address issues of bias

and fairness [14].

Despite the significant progress made in NLP research, there are still several chal-

lenges that need to be addressed. For example, NLP models often struggle with

understanding and interpreting sarcasm, irony, and humor in the text. Furthermore,

there is a need to develop NLP models that can understand and process multiple

languages simultaneously, given the increasing demand for multilingual applications.

1.2 Motivation

The recent research on NLP has mainly focused on training on the massive amount of

data to acquire decent performance. However, in real-world applications, sometimes

it is very difficult to collect sufficient trainable data which cause impossible to apply

NLP to the problem. Essentially, NLP is a technique based on machine learning

which is built on ”learning” from given data and uses those ”learned knowledge”

on the rest of the data or future data to make predictions. Having an enormous

trainable dataset would always be helpful and ideal to improve the performance of

any NLP models, but the amount of time and human effort that is required to collect

data in certain fields makes it nearly impossible to have enough data to get decent
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performance. Therefore, how to efficiently use limited hard-to-collect data should be

a bigger concern when trying to use NLP to solve problems in those fields.

In this thesis, we have discovered that time-series data could be an effective factor

when training NLP models in certain fields. For example, the COVID-19 pandemic

has brought unprecedented challenges to public health and policy-making.

Traditional methods including surveys and polls are useful tools but are limited

by sample size, bias and etc. Thus NLP is introduced to analyze public sentiment

from larger sets of data such as social media, news articles.

In particular, the incorporation of time-series data in NLP analysis has been

shown to improve the accuracy and robustness of the models, as temporal patterns

and trends in language use can provide important insights into public sentiment and

behavior over time [22]. However, despite the potential of NLP models to inform

public health interventions and policy decisions during a crisis, there has been rela-

tively little research on the use of NLP techniques to analyze public attitudes towards

mask-wearing during the COVID-19 pandemic [23].

This thesis aims to address this gap by analyzing public attitudes toward mask-

wearing using a combination of textual and time-series data. By incorporating tem-

poral information in our analysis, we aim to provide a more nuanced understanding

of public sentiment towards mask-wearing over time. Our study has the potential to

inform public health interventions and policy decisions aimed at promoting compli-

ance with mask-wearing and increasing public trust in public health measures during

the COVID-19 pandemic. In addition, other public datasets have been tested using

the proposed model to compare the performance.

Overall, this thesis aims to contribute to the growing body of research on using

NLP techniques to analyze public sentiment and behavior during a crisis or other

major event. Our study highlights the importance of incorporating time-series data

in NLP analysis and demonstrates the potential of NLP models to inform public

health interventions and policy decisions during the COVID-19 pandemic[24] and

other events.

1.3 Problem Description

NLP research has made significant progress and has been a successful tool in many

fields and has helped many people in a variety of ways, but there are still multiple

challenges that await to be addressed. For instance, sarcasm, irony, and humor in
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the text are often confusing NLP models and those linguistic features are preventing

the application in social media and online platforms. However, they are all key com-

ponents of textual data for NLP applications. Additionally, text data that contains

multiple languages simultaneously also significantly reduce the performance of NLP

models.

Thus, researchers have been putting effort into solving those addressed challenges.

Among all the research achievements, Convolutional neural networks (CNN) and re-

current neural networks (RNN) have shown promising results in capturing the nuances

of language use [26]. Another approach that is often used to overcome those chal-

lenges is cooperating with different knowledge sources, which can provide additional

context to the problem domain and improve the overall performance of NLP models

[27]. In this thesis, time-series data has been chosen to cooperate with textual data

to enhance the performance of the proposed model.

Despite these advancements, there is still a need for further research to address the

challenges posed by sarcasm, irony, humor, multilingualism, and many other things

that can interfere with the performance of trained models in NLP.

1.4 Contribution

In this thesis, the contribution is two-fold, first, a well-organized dataset is collected

and called COVID-News and another is proposed a NLP model that can utilize time-

series data to cooperate with textual data to improve the data utilization and thus

improve the performance of the proposed model. In the following chapters. Two

models have been proposed the first one has a simpler structure and is used to test

the viability of combining time-series and textual data. However, the second one

is well-refined has a more complex structure, and is meant to further improve the

performance of the proposed method with cooperating time-series data.

1.5 Organization of this Thesis

This section was all about the introduction and the rest of the thesis proceeds as

follows,

Chapter II gives detailed insight into the background for the various techniques used

in this thesis and then discusses the different research works related to this thesis
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Chapter III, includes the details about the initial considered problem and then fur-

ther explains the possible way to solve addressed problems. Then, a dataset that is

called COVID-News will be used to benchmark the performance of the initial pro-

posed model. The initial proposed model is based on the long short-term memory

networks (LSTM) and Text Preprocessing techniques to solve the problem de-

fined in the previous chapter.

Chapter IV explains the second proposed model which works using the Bidirec-

tional Encoder Representations from Transformers to further improve the

performance of the proposed model and it will be tested on other public datasets.

Chapter V is the last chapter in this thesis, which concludes the whole work done

in this thesis and further explains the future prospects of the research done.
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Chapter 2

Background and Related Work

2.1 Background . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 8

2.2 Related Works . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 9

2.2.1 Random Forest With Time-series Data . . . . . . . . . . . . . 9

2.2.2 Recurrent Neural Networks . . . . . . . . . . . . . . . . . . . 10

2.2.3 Long Short Term Memory Network . . . . . . . . . . . . . . . 11

2.2.4 Bidirectional Encoder Representations from Transformers . . . 14

2.2.5 Convolutional Neural Networks With Time-series Data . . . . 16

2.2.6 Generative Pre-trained Transformer . . . . . . . . . . . . . . . 17

2.2.7 Evaluation Metrics . . . . . . . . . . . . . . . . . . . . . . . . 19

2.3 Conclusion . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 21

2.1 Background

Time-series data is one specific data collected over time, where each data point rep-

resents a specific moment in time [28]. Stock Prices, weather data, sensor data, and

news articles all possess data elements that can be used to form time-series data.

Other types of data is collected at a single time point which separates them from

time-series data.

One of the features of time-series data is its temporal dependency. This means

that each data point’s value depends on the value of the previous data points [33]. The

data of a given moment is not isolated but connected to both forward and backward.
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And assuming each data is independent of the other is the reason why traditional

machine learning techniques can not handle time-series data.

Specialized machine learning techniques have been developed specifically for time-

series data to address this issue. These techniques include autoregressive models,

moving average models, and other methods that take into account the temporal de-

pendencies in the data [28].

Another application of time-series analysis is anomaly detection, where the goal

is to identify unusual patterns or events in the data [33]. This is useful in fields such

as cyber security, where abnormal network traffic patterns can indicate a potential

security breach. Time-series analysis is also used in fault detection and predictive

maintenance. Historical data is used to predict when a machine is likely to fail,

allowing maintenance to be performed before a failure occurs [28].

Time-series analysis is not only limited to those applications but can also be

applied to many other fields. In healthcare, time-series analysis can be used to monitor

patient vital signs and to predict the likelihood of certain medical conditions [28].

Based on the given examples, time-series data is a valuable tool for understanding

trends and patterns over time, and specialized machine learning techniques have been

developed to make the most of this data. The applications of time-series analysis

are diverse. The importance of Time-series will increase as more time-series data is

collected. Therefore, this thesis has explored the possibility of combining time-series

data with other types of data to improve the performance of machine learning models.

2.2 Related Works

2.2.1 Random Forest With Time-series Data

Random Forest is an ensemble learning technique that builds multiple decision trees

and merges their predictions for a more accurate and robust output. It has been

widely used in various fields such as image classification, natural language processing,

and fraud detection due to its excellent performance and ease of use[29]. When it

comes to time series data, Random Forest can be used effectively by adapting it to

suit the unique characteristics of this data type[30].

Time series data represents a sequence of observations, measured at equidistant

time intervals. The goal of time series forecasting is to predict future values based on

historical data. The inherent temporal dependencies in time series data pose unique
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challenges to traditional machine learning methods like Random Forest, which were

not designed explicitly to deal with such dependencies [31].

A method for leveraging Random Forest with time series data is the use of Recur-

sive Feature Elimination (RFE). This technique helps in selecting a subset of relevant

features for the final model, improving the performance and reducing overfitting. By

iteratively removing less important features, RFE allows the Random Forest model

to focus on the most important predictors, which enhances the overall prediction

accuracy.

Additionally, to further improve the performance of Random Forest on time series

data, ensemble approaches like Bagging (Bootstrap Aggregating) and Boosting can be

utilized. These techniques are designed to create more diverse and accurate predictors

by combining multiple Random Forest models, thereby reducing the variance and

improving the stability of the overall model.

Although Random Forest was not initially designed for time series data, several

adaptations and enhancements can be employed to make it a powerful tool for time

series forecasting. By incorporating temporal dependencies through lagged variables,

using feature selection methods like RFE, and leveraging ensemble approaches like

Bagging and Boosting, Random Forest can effectively handle time series data for

improved forecasting accuracy.

2.2.2 Recurrent Neural Networks

Recurrent Neural Networks (RNNs) are a class of artificial neural networks specifically

designed for processing sequences of data, making them particularly well-suited for

time-series data analysis [36].

In contrast to traditional feedforward neural networks, RNNs exhibit a cyclical

structure, wherein the output from a previous time step feeds into the input of the

current time step. This recurrent connection facilitates the retention of information

from prior inputs, allowing the network to learn temporal patterns and dependen-

cies within the data. RNNs can be used for a variety of tasks, such as time-series

forecasting, anomaly detection, and sequence-to-sequence learning.

One of the primary challenges faced by RNNs is the vanishing gradient problem,

which occurs when the gradients of the loss function become too small, leading to slow

or ineffective learning [35]. This issue is particularly pronounced in RNNs processing

long sequences, as the gradient signal can become too weak to propagate effectively
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through the network. To address this problem, researchers have developed variants

of RNNs, such as Long Short-Term Memory (LSTM) networks [36] and Gated Recur-

rent Units (GRUs) [39], which incorporate specialized gating mechanisms to better

maintain and propagate gradients over long sequences.

In the context of time-series data, RNNs can be employed to forecast future values

by training the network on historical data [37]. Once the network has been trained,

it can predict future values by extrapolating the learned patterns and dependencies.

This capability is especially useful in domains such as finance, where accurate pre-

dictions of stock prices or currency exchange rates can be immensely valuable.

RNNs can also be utilized for anomaly detection in time-series data by learning

to recognize normal patterns within the data and identifying deviations from these

patterns as potential anomalies [38]. This can be applied in various industries, such as

healthcare, where monitoring physiological signals can help detect abnormal events,

or in industrial settings, where identifying equipment failure in advance can prevent

costly downtime.

2.2.3 Long Short Term Memory Network

Long Short-Term Memory (LSTM) networks are a type of recurrent neural network

(RNN) that have been shown to be effective in modeling sequential data, such as

text and speech. LSTMs were introduced by Hochreiter and Schmidhuber in 1997

[36], and since then, they have become one of the most widely used architectures for

sequential modeling.

LSTMs were designed to address the issue of vanishing gradients in RNNs, which

can make it difficult to learn long-term dependencies in sequential data. LSTMs use a

memory cell that can selectively forget or retain information over time, allowing them

to better capture long-term dependencies in the data. The memory cell is controlled

by gates, which are learned parameters that determine how much information is added

or removed from the cell at each time step.

The input gate, forget gate, output gate, and memory cell are the key components

that make the LSTM different. The input gate decides the new information should

be added to the memory cell at each time step, while the forget gate decides the old

information should be removed. The output gate controls the information from the

memory cell that should be passed to the next time step. The memory cell stores

information over time, and the gates control how much of that information is retained
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1. Input gate:

i t = σ(W i× [h t− 1, x t] + b i) (2.1)

where W i is the weight matrix for the input gate, b i is the bias vector for the

input gate, and [h t-1, x t] is the concatenation of the previous output vector

and the input vector.

2. Forget gate:

f t = σ(W f × [h t− 1, x t] + b f) (2.2)

Where W f is the weight matrix for the forget gate, b f is the bias vector for

the forget gate.

3. Candidate memory cell:

g t = tanh(W c× [h t− 1, x t] + b c) (2.3)

Where W c is the weight matrix for the candidate memory cell, b c is the bias

vector for the candidate memory cell.

4. Memory cell:

c t = f t× c (t− 1) + i t× g t (2.4)

where c t-1 is the memory cell from the previous time-step, and * denotes

element-wise multiplication.

5. Output gate:

o t = σ(W o× [h t− 1, x t] + b o) (2.5)

where W o is the weight matrix for the output gate, b o is the bias vector for

the output gate.

6. Output Vector:

h t = o t× tanh(c t) (2.6)

LSTMs have been shown to be effective in a wide range of NLP tasks, including

sentiment analysis, machine translation, and text classification [36, 39, 40]. LSTMs

have also been used in combination with other neural network architectures, such as

convolutional neural networks (CNNs), to improve performance on NLP tasks [41].
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LSTM is good at capturing long-term dependencies in the data and that is why

it is so effective in processing text information and makes it essential in NLP tasks.

And it has shown it’s promising performance which outperforms most the traditional

machine learning techniques.

Recent research has focused on developing more sophisticated variants of LSTMs,

such as gated recurrent units (GRUs) and hierarchical LSTMs, to improve their per-

formance on specific NLP tasks [44, 45]. Other research has explored the use of

pre-training techniques, such as autoencoders and language models, to improve the

performance of LSTMs on downstream NLP tasks [46, 47].

In summary, LSTMs are a type of RNN that has been shown to be effective in

modeling sequential data. LSTMs use a memory cell and gates to selectively forget

or retain information over time, allowing them to capture long-term dependencies in

the data.

2.2.4 Bidirectional Encoder Representations from Transform-

ers

BERT (Bidirectional Encoder Representations from Transformers) is a state-of-the-

art pre-trained natural language processing (NLP) model developed by Google, which

uses a bidirectional Transformer-based architecture. It was introduced in 2018 by

Devlin et al. [48] and has since achieved impressive performance on a wide range

of NLP tasks, including text classification, question answering, and natural language

inference.

The architecture of BERT is based on the Transformer model proposed by Vaswani

et al. in 2017 [10]. The Transformer consists of a series of encoder and decoder layers,

each of which contains multi-head self-attention mechanisms and feedforward neural

networks. Self-attention mechanism makes BERT able to pay attention to different

parts of the input sequence and feedforward networks use a non-linear transformation

to cooperate with the self-attention mechanism.

BERT uses a bidirectional transformer which makes it able to process input se-

quences in both directions. While most other models only process them in one direc-

tion. The bidirectional transformer processes the input text from both the left and

right directions. The final representations of each word are then concatenated and

used for downstream tasks.

The self-attention mechanism in BERT is slightly modified from the original Trans-
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former. Specifically, BERT uses a masked self-attention mechanism, where each po-

sition in the input sequence can only attend to positions that have already been

processed. This prevents the model from peeking ahead and ensures that it can only

use information from the preceding words to predict the next word. The masked

self-attention mechanism is defined as follows:

Attention(Q,K, V ) = softmax

(

QKT

√
dk

+ M

)

V, (2.7)

where Q, K, and V are the query, key, and value matrices, respectively, and M

is a binary mask that prevents the model from attending to certain positions. The

attention mechanism produces a weighted sum of the values V , where the weights are

determined by the similarity between the queries Q and the keys K.

BERT is pre-trained on large amounts of text data using two different objectives.

The first objective is the masked language modeling (MLM) objective, which ran-

domly masks some of the input tokens and requires the model to predict the masked

tokens given the surrounding context. The second objective is the next sentence

prediction (NSP) objective, which requires the model to predict whether two given

sentences are consecutive or not. Both objectives are trained jointly using a combi-

nation of cross-entropy loss and binary cross-entropy loss.

The algorithm for BERT is shown below:

Algorithm 1 BERT Fine-Tuning

Require: Pre-trained BERT model, task-specific data

Ensure: Fine-tuned BERT model for task-specific data

1: Load pre-trained BERT model and freeze all layers except the task-specific output

layer.

2: Define input and output placeholders for task-specific data.

3: Add a task-specific output layer on top of the pre-trained BERT model.

4: Define loss function and optimizer for task-specific data.

5: Train the model on task-specific data, fine-tuning the pre-trained BERT model.

6: Evaluate the fine-tuned model on a validation set.

7: Iterate over steps 5-6, adjusting hyperparameters as necessary, until satisfactory

performance is achieved.

8: Test the final fine-tuned model on a held-out test set.

In summary, BERT is a bidirectional Transformer-based model that achieves state-



16

of-the-art performance on a wide range of NLP tasks. It is pre-trained using a masked

language modeling objective and a next sentence prediction objective and can be fine-

tuned on task-specific data for downstream NLP tasks.

2.2.5 Convolutional Neural Networks With Time-series Data

Convolutional Neural Networks (CNNs) have been primarily used in image and video

processing tasks [5], but they have also shown great promise in processing time-series

data. CNNs can be used to handle time-series data this challenge by identifying

patterns and correlations in the time-series data [49].

The architecture of a CNN consists of multiple layers of convolutional and pooling

operations. The convolutional layers perform a sliding window operation over the

input data, applying filters to identify local patterns in the data. The pooling layers

then downsample the output of the convolutional layers, reducing the dimensionality

of the data.

Another advantage of using CNNs for time-series data is that they can automat-

ically learn feature representations from the input data. This means that there is no

need to manually engineer features, which can be time-consuming and error-prone

[50].

There are several ways in which CNNs can be used to process time-series data.

One common approach is to use 1D convolutions, which operate on a single dimension

of the data. For example, a 1D convolutional layer with a kernel size of 3 can identify

patterns in a sequence of three data points [51].

Another approach is to use 2D convolutions, which operate on two dimensions of

the data. This can be useful for processing multidimensional time-series data, such

as video or sensor data [52].

In addition to convolutional layers, CNNs can include recurrent layers, such as

Long Short-Term Memory (LSTM) or Gated Recurrent Unit (GRU) layers. Recurrent

layers can capture long-term temporal dependencies in the data, while convolutional

layers can identify short-term patterns [53].

One of the challenges in using CNNs for time-series data is selecting the appro-

priate architecture and hyperparameters. The architecture of a CNN can include

multiple layers of convolutional and pooling operations, as well as recurrent layers,

dropout layers, and other types of layers. Selecting the appropriate architecture and

hyperparameters can be a complex process that requires experimentation and tuning
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[54].

Another challenge in using CNNs for time-series data is dealing with missing data

or data with different sampling rates. One approach uses interpolation or imputation

methods to fill in missing data, while another is to use data alignment techniques to

ensure that the data is aligned across time [55].

2.2.6 Generative Pre-trained Transformer

Generative Pre-trained Transformer, is considered one of the top-performance NLP

models that are innovated and implemented by OpenAI. It is a revolutionary model

that has the ability to generate human-like text and it has already been used in many

impressive applications including translation, writing, and chatting bots. Although it

is not built to deal with sentiment analysis tasks, it can easily handle them, especially

when it’s fine-tuned for a specific task.

One of the key aspects of the Transformer architecture is the attention mechanism,

which can be mathematically represented as follows:

Attention(Q,K, V ) = softmax(
QKT

√
dk

)V (2.8)

where Q, K, and V are the query, key, and value matrices, respectively, and dk is

the dimension of the key vector [10]. This mechanism allows the model to weigh the

importance of different parts of the input sequence when generating output tokens,

resulting in a more contextually accurate response.

The subsequent release of GPT-2 [57] demonstrated the power of scaling up the

model by increasing its size, which led to improvements in its performance. The

model size is denoted by the number of parameters and can be represented as:

Parameters = N × (dmodel + dff + dhead × nhead) (2.9)

where N is the number of layers, dmodel is the model’s hidden size, dff is the feed-

forward layer size, dhead is the head size, and nhead is the number of attention heads.

GPT-3, with its 175 billion parameters, showcased the potential for large-scale, few-

shot learning, where models could be fine-tuned with a minimal amount of training

data to achieve remarkable results in diverse NLP tasks.

Building upon its predecessors, GPT-4 pushes the boundaries of AI research by

employing even larger-scale models and incorporating advanced techniques that ad-



18

dress the limitations of previous iterations. This model has shown considerable im-

provements in both unsupervised and supervised learning tasks, expanding its appli-

cability in real-world use cases [59].

Despite its impressive capabilities, GPT-4 raises ethical and safety concerns re-

lated to potential misuse, AI-generated disinformation, and content biases [60]. Re-

searchers and practitioners alike must exercise caution when deploying GPT-4 and

similar technologies, ensuring that their potential benefits are harnessed while miti-

gating the risks associated with their use.

As the GPT series continues to evolve, there is a need for addressing both the

computational challenges and ethical concerns. The increasing size of the models

poses a significant demand for computational resources, which can be represented as:

Computational cost ∝ N × dmodel × nhead × L (2.10)

where L is the sequence length [10]. This demand for resources raises questions

about the accessibility and environmental impact of large-scale AI research. To ensure

a more equitable distribution of benefits, efforts must be made to create efficient and

environmentally-friendly AI models without compromising their capabilities.

Moreover, it is imperative to develop robust methods for addressing the biases

present in the training data, which can manifest as unintended consequences in the

generated output. One possible approach is to incorporate fairness metrics during

the training process, such as:

Fairness =
Performance across diverse groups

Total performance
(2.11)

By focusing on fairness, AI researchers can ensure that the generated content re-

spects and represents diverse perspectives while minimizing discriminatory and harm-

ful outcomes [61].

GPT also has the potential to assist in dealing with sentiment analysis tasks, and

there are two different ways to apply the GPT model in sentiment analysis. The first

one is to train the GPT model on the given dataset which in this thesis is COVID-

News dataset, and it can make its predictions. The other way to use it is by taking

advantage of the human-like text generate ability. GPT can be used to generate

more samples of the dataset to expand the training data or generate samples on the

minority class to solve the imbalanced dataset problem. After all, GPT is not built

to solve sentiment analysis tasks, but it has shown it potential to deliver promising
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results in sentiment analysis. However, it’s just like every other machine learning

model, the performance of the model highly relies on the quantity of data input.

2.2.7 Evaluation Metrics

In machine learning, measuring the performance of a model is always crucial to any

research, and thus it is not an exception in this thesis. Many different evaluation

metrics can be used to assess the performance of a machine learning model including

accuracy, precision, recall, F1-score, and AUC. Each evaluation metric has its appli-

cation scenarios depending on the types of machine learning models and objectives of

the models. And, accuracy is a commonly used evaluation metric, but it has its limi-

tations such as it’s only meant to analyze the performance of classification problems,

and can be inaccurate in dealing with imbalanced datasets.

Although accuracy has its limitations, it’s still considered one of the most widely

used and simplest evaluation metrics. Accuracy represents the percentage of correct

predictions given by a machine learning model based on the given input. Basically,

it is calculated using the total number of predictions divide by the number of correct

predictions, and the equation is given below:

Accuracy =
TP + TN

TP + TN + FP + FN
(2.12)

Where TP stands for true positives, TN stands for true negatives, FP stands for false

positives, and FN stands for false negatives.

As mentioned above, accuracy can only be used to evaluate the performance of

classification problems and the effectiveness will be significantly impacted by an im-

balanced dataset which means a dataset has one class that includes more instances

than other classes. In this case, the tested model will always generate predictions of

the majority class which leads to high accuracy, however, it doesn’t necessarily mean

the model has excellent performance. In order to solve this problem, other evolution

metrics should be used.

Typically precision and recall are effective in this case. Precision measures the

accuracy of positive predictions and recall measures the completeness of positive pre-

dictions. Precision is the number of true positive predictions divided by the number

of true positive predictions plus false positive predictions. Recall is the number of

true positive predictions divided by the number of true positive predictions plus false
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negative predictions. And both equations are given below:

Precision =
TP

TP + FP
(2.13)

Recall =
TP

TP + FN
(2.14)

Having both high precision and recall can potentially suggest a good performance

of a machine learning model, while there are always tread-off between the two metrics.

Thus, precision and recall can largely help to reduce the impact of the imbalanced

dataset, they can only be used in classification problems.

Most of the time accuracy, precision, and recall are used together with F1-score

to comprehensively evaluate the performance of a machine learning model. F1-score

combines precision and recall and having a higher F1 score means higher precision

and recall. The equation of the F1-score is given below:

F1 =
2 ∗ Precision ∗Recall

Precision + Recall
(2.15)

For classification problems, another evaluation metric is commonly considered

which is the receiver operating characteristic (RUC) curve and area under the ROC

curve (AUC). ROC is based on the true positive rate (TPR) and false positive rate

(FPR) and they are calculated using below equations:

TPR =
TP

TP + FN
(2.16)

FPR =
FP

FP + TN
(2.17)

AUC ranges from 0 to 1 where 0 means the model has made completely wrong

predictions and 1 means the model has made every prediction correct. The equation

of AUC is given below:

AUC =

∫

1

0

TPR(FPR−1(t)), dt (2.18)

In the end, each evaluation metric has its advantage based on different machine

learning models and different problems to solve. It is essential to choose the appro-

priate evaluation metric to correctly assess the performance of a given model.
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2.3 Conclusion

There have been many powerful NLP models, but most of them are not considering

the time-series data. Thus in this thesis, we are trying to explore the possibility to

utilize time-series data to enhance the performance of NLP tasks.
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3.1 Introduction

In recent years, research efforts focused on machine learning have grown rapidly. As

Social network services have increased exponentially, users can easily express and

share their feelings through web services by writing reviews or opinions on certain

topics[73]. Therefore, the whole society tends to share their information digitally,

which makes information collecting much easier nowadays. News agencies also use

the Internet as one of the leading platforms to release the latest news. Therefore,

researchers can easily collect and analyze people’s attitudes toward the news. NLP

has been considered one of the best solutions to deal with a considerable amount of

text data[75] [76]. In the past few decades, research efforts on machine learning-based

methods for NLP have grown rapidly.

COVID-19 has severely threatened life safety and social development globally.

This Novel Corona Pneumonia has been a severe challenge to global health.[74]. Al-

though Wearing masks is a way to fight against the virus, the general public holds

different opinions about wearing a mask. There are two major voices; one supports

wearing masks because it can primarily protect their life to help them resume their

paused social development. Another voice is that wearing a face mask is uncomfort-

able, it’s not proven effective in preventing the spreading of coronavirus, and most

importantly, they feel the mandate of wearing a mask violated their right to liberty.

As one of the principles of news agencies, they should remain neutral when posting

any news articles; therefore, it would be meaningful to see if they hold a neutral

attitude towards wearing a mask during the pandemic. In this paper, we try to in-

vestigate the possibility of using machine learning algorithms to analyze the attitude

from articles of news agencies during the Covid. There are many news articles during

the COVID-19 period, and every article contains a large amount of text, making it

extremely complicated to manage and analyze this raw data efficiently. Therefore,

this paper collects news articles from three famous news agencies, namely Bloomberg,

Reuters, and Associated Press(AP), from January to May 2020, to investigate peo-

ple’s attitudes toward wearing masks.

Previous studies have explored the use of machine learning to analyze social media

data related to COVID-19 and predict public sentiment toward various aspects of the

pandemic. Wang et al. [62] used a deep learning approach to analyze Twitter data

and predict the sentiment of tweets related to COVID-19. Similarly, Chen et al. [63]

used machine learning to analyze Weibo data and predict public sentiment toward
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COVID-19 prevention measures.

In addition, some studies have focused specifically on predicting attitudes toward

mask-wearing. Machine learning is used to analyze news articles and social media

data related to COVID-19 and predict public attitudes toward mask-wearing. Their

results suggested that positive news coverage and messages from trusted sources can

increase public acceptance of mask-wearing.

Other studies have used machine learning to analyze the effectiveness of mask-

wearing in preventing the spread of COVID-19. Li et al. [65] used a machine learning

approach to analyze data from multiple countries and found that mask-wearing is

effective in reducing the transmission of COVID-19.

Overall, these previous studies suggest that machine learning can be a powerful

tool for analyzing and predicting public attitudes towards mask-wearing based on

COVID-19 news coverage and social media activity. However, it is important to

note that these approaches should be used in conjunction with scientific evidence and

public health recommendations to promote effective COVID-19 prevention measures.

In this research, we have found that the publishing time of articles is highly related

to the content. Therefore, only using text data to predict the attitude of those articles

accurately may not be the best option. As the general public’s opinions are changing

during the pandemic, it is essential to consider the time factor when predicting the

attitude of an article. Therefore, we have explored time data and combined it with

text data to improve the performance of machine learning models and give a more

accurate result.

LSTM-based models with multiple inputs are explored to match the need for

inputs from both textual and time-series data. The traditional model is trained only

on textual data. In contrast, our proposed model has trained on both textual and

time-series data, which aims to show the necessity of including time-series data in this

application. This paper inspires future textual analysis-related research to consider

using the time-series data if it’s available to improve the performance of the work in

such a public domain.

3.2 Literature Review

In NLP tasks, there are two primary machine learning techniques: supervised learning

and unsupervised learning. Supervised Learning is not only applied to text classifi-

cation tasks but also applied to other classification and regression tasks. Supervised
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learning uses labeled data to extract features to generate a predicted label, compare

it with the actual label and then repeat the whole process until all the predicted

labels match all actual labels[77]. Supervised learning is the mainstream method in

text classification problems [78] which is the method we will use in this research.

Supervised Learning usually requires vast amounts of manually labeled data to ob-

tain the desired performance. However, obtaining a large enough dataset to train the

model requires too much time and effort. Therefore, researchers’ main focus is on

how to efficiently use a limited number of data to train a model and get the desired

performance.

Unlike supervised learning, unsupervised learning does not require that amount

of labeled data. Deep Learning approaches have been widely used in a variety of text

analyzing tasks[79], and many texts preprocessing steps are suggested by different

researchers, such as punctuation, stopwords removal, etc. The tokenizer is another

way to preprocess text which is converting text from words to a sequence of integers

to let it be able to be used to train on a deep learning model.

Traditional machine learning models such as Support Vector Machine, Random

Forest, and Decision Tree can be used to analyze sentiment[80]. However, using deep

learning approaches has become a mainstream method to obtain improved results in

mining opinions, attitudes, and other valuable information from textual data[76].

Socher et al.[81] proposed Recursive Neural Network (RNN). RNN, models are

the structures that allow previous outputs to be used as inputs while having hidden

states. The main structure of RNN can be found in fig 3.1 and its mathematical

expression can be found in equation 3.1:

ht = σ(xt × wxt + ht−1 × wht + b) (3.1)

where it takes input xt and the output of the last network block ht-1 multiplies

weights wxt and wht to get the output. Then, the output needs to be normalized

using the sigmoid function(σ), because the output will be used as input for the next

network block, and if the output is not normalized then the results can potentially

be extremely small or large which is unacceptable.



26

Figure 3.1: Structure of the recursive neural network [87]

The critical challenge of RNN is the vanishing gradient problem which makes

it hard to tune the first few layer’s hyperparameters. Thus, Kim et al.[82] proposed

convolution neural network(CNN) which performs better than RNN. Although CNN’s

training speed is significantly faster, the prediction accuracy is lower on sequential

data, like text data. Schmidhuber et al. [83] proposed the LSTM structure to reduce

the vanishing gradients problem. This model has promising results in terms of learning

long-term dependencies when processing the time series data [84].

3.3 Problem Description

Many news articles in the COVID-19 period report stories and research related to the

global pandemic, including governments’ policies and many other things. It would be

interesting to see if the news sources remain neutral attitude.

Wearing face masks has been one of the most controversial topics in the COVID-19

period. Therefore, it would be a good point to cut in to analyze the attitude, and it

can further narrow down this research’s range. In this research, to maximally ensure

authority, the news articles are limited to three renowned news agencies: Bloomberg,

Reuters, and Associated Press(AP). Since most articles mentioned wearing face masks

were written in early 2020, the publishing time of news articles is set between January

2020 and May 2020. Furthermore, detecting and analyzing attitudes in the very early

stage of the pandemic may be more interesting to researchers in social science as the

mainstream opinion has not yet formed.

It would be challenging to manually analyze all related news articles from the

Internet. Therefore, machine learning approaches or, to be more specific, NLP ap-
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proaches are explored to help significantly reduce the time and cost of analyzing text.

However, if only the textual information is used to train the NLP model, it would

be challenging to predict an accurate result because people’s preferences, opinions,

and views are different at different periods. Therefore combining the textual and

date information to train the NLP model is expected to perform better in prediction

accuracy.

3.4 DATASET AND MODEL DESIGN

3.4.1 Dataset Preparation

Dataset Description

After collecting 473 articles from the three news agencies between Jan 2020 to May

2020, the dataset was labeled manually. The original data has been put into three

separate files when collecting data from different news agencies. Each article is one

sample of the dataset, so the dataset consists of 473 data samples, and each data

sample contains one to many sentences with the keyword “mask.” Part of the data is

shown in Table 3.1, and the following fields are taken from the source.

• Name of the article

• News Source

• Publication date

• Sentences with the keywords ”mask”

• Attitude towards masks in the text description

The publication date of the gathered data is recorded in the format MM-DD-

YYYY, in which DD indicates day of the month, MM indicates the month of the year,

and YYYY indicates the year. Four attitudes have appeared in the article, including

supportive, negative, dubious, and no comment. The number of news articles with

different attitudes for each news source is listed in Table 3.2.

Data Augmentation

Table 3.2 shows that the dataset is imbalanced, i.e., 76% news segments are sup-

portive attitudes, and only 4% news segments show dubious attitudes. To deal with
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Table 3.1: Data samples collected in the newly gathered dataset

Name of the
article

Source Publication date Attitude sentences with the
keyword ”mask”

Italy’s Conte
Says Taking
Calculated
Risk in Eas-
ing Lockdown

Bloomberg News 05/16/20 supportive We recommend that
people always have a
protective mask with
them, which will have
to be worn in cer-
tain areas including
indoors

While Hong
Kong Waits
in Line,
Singapore
Distributes
5 Million
Masks

Bloomberg News 02/06/20 dubious Therefore we need to
evaluate the need of
mask use by officials in
public events

Asia today:
India extends
lockdown for
2 more weeks

AP News 05/16/20 supportive each shopper must
pass through a disin-
fectant mist at every
entrance and everyone
must wear a mask
throughout their stay.

Coronavirus
masks a boon
for crooks
who hide
their faces

AP News 05/16/20 supportive Staffers must wear
masks and inmates
are issued a new
one every day — a
policy that helped one
inmate escape on May
2.

Breakingviews
- Hong Kong
rues taking
off its face
mask

Reuters News 03/30/20 no comment People with protec-
tive masks walk at a
market, following the
novel coronavirus dis-
ease (COVID-19) out-
break, in Hong Kong,
China March 30, 2020.

Coronavirus
codewords:
help or hin-
drance in
domestic
abuse?

Reuters News 04/15/20 supportive In Spain’s Canary Is-
lands, an archipelago
of about 2 million resi-
dents, the governmen-
tal body the Insti-
tute of Equality told
women they could get
help by walking into a
pharmacy and simply
asking for a ‘Mask 19’.
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Table 3.2: Number of samples from each news source

News Source Supportive No comment Dubious Negative

AP 193 51 16 9

Bloomberg 45 8 3 2

Reuters 121 15 3 3

Note: The numbers in the table represent the number of news articles.

the imbalanced samples, the first solution is random oversampling, which randomly

duplicates the data from minority classes to make the data from all categories have

a balanced distribution. However, since the data from the minority classes are too

few, the data will be duplicated too many times, causing an overfitting problem in

the learning process.

In this paper, the solution is applying data augmentation to the textual data,

duplicating the data to generate augmented data for the minority class. In this

process, the text of each data sample in the minority will be used with the nlpaug[85]

library to substitute some of the words or phrases in the original text to generate

a text. Then the publication date and label of the original text will be used as the

publication date and label of the newly generated text. We kept the publication date

the same because it is necessary to ensure the attitude distribution of all data samples

remains the same after applying data augmentation.

After applying data augmentation to the data of minority class, the number of

data from no comment, dubious, and negative has increased from 74, 22, and 15 to

222, 66, and 45 respectively. The Attitudes distribution between January and May

after data augmentation is shown in Fig. 3.2.

Since each news article carries an extremely large amount of text, only the sen-

tences including the keyword ”mask” are considered in the analyzing phase. Al-

though the number of words for each news article is considerably fewer after picking

out the critical sentences, preprocessing is still necessary to apply further analyzing

approaches.
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Feature Extraction

After applying all the preprocessing techniques mentioned above, feature extraction is

necessary because it reduces the dimensionality of the original data, which generates

more manageable data for machine learning models. It also reduces the time and

cost of training the machine learning model because of fewer features to handle. The

tokenizer is to process the text and generates sequence data as the new features based

on the count of words, phrases, etc. Therefore, a tokenizer is used to extract features

of our proposed dataset. After tokenizing, a total of 6187 features, we have decided

to select the 20 features based on the word frequency. This approach ensures only

the word that appears to be most common is used in the training process.

Training model

In the proposed model, both date features and textual features are used as inputs to

train the model. For date input, the date features are obtained from the published

time. The published time is converted into three features, and each feature represents

the number of months, days, and years of the post time. For the textual input, it needs

to be tokenized and embedded in the first two layers to let the model correctly accepts

the input. After that, LSTM is used to solve the vanishing gradient problem. LSTM

includes three gates in the network: input gate, forget gate and output gate. The

gates control what information is passing through by using the sigmoid activation

function. The sigmoid layer outputs a value between 0 and 1 which decides how

much data will be let through. Zero means nothing will be let through, and one

means everything will be let through.

Forget gate concatenates the input of the network block xt and the output of last

network block ht-1, and multiplied weights of forget gate Wf then added bias of the

forget gate bf to it to get the output value. Finally sigmoid function σ(.) is used to

normalize the output to values between 0 and 1, which indicates which part of the

information will be forgot. It can be expressed by the following equation:

ft = σ(Wf × [ht−1, xt] + bf ) (3.2)

Input gate does the same operation as forget gate, but it uses the weights and

bias of the input gate which are Wi and bi and the output is used to decide which
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value will be updated. The math expression can be found as follows.

it = σ(Wi × [ht−1, xt] + bi) (3.3)

Tanh activation function is used to calculate the value C̃t, which needs to be added

to the cell state. Firstly, the concatenated input is multiplied by the weights of cell

state WC, and then the bias of cell state is added to the result to get output. After

that, the hyperbolic tangent function tanh(.) is applied to normalize the output to

values between 1 and -1. The equation is shown in equation 3.4:

C̃t = tanh(WC × [ht−1, xt] + bC) (3.4)

The new cell state can be calculated using the output of forget gate and input

gate ft and it pointwise multiply the cell state of the last network block Ct-1 and C̃t

respectively. The mathematical equation is shown in 3.5:

Ct = ft × Ct−1 + it × C̃t (3.5)

Finally, the output of the output gate can be calculated with the same way as

the input and forget gates, but using the weights and bias of the output gate Wo

and bo. The output value will decide what parts of the cell state need to be output,

and then the cell state will be passed to the tanh activation function. The result

of the tanh function will be used to multiply the result of output gate ot to get the

part information that should be output[87], they can be expressed by the following

equations:

ot = σ(Wo × [ht−1, xt] + bo) (3.6)

ht = ot × tanh(Ct) (3.7)

A Dropout layer is a common way to avoid overfitting problems, and a dense layer

is used to balance the number of features between text and date features, so those

two layers are added before the concatenation layer. The concatenate layer combines

these two features to get the new input with both text and date features. And there

is another dense layer added after concatenating layer, and it is used to output the

number of the desired output. The Softmax function is a generalization of the logistic

function to multiple dimensions. In the proposed model, softmax is used as the last

activation function to normalize the output to a probability distribution. Using 3.8,
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the output of the proposed model returns in the form of four-dimensional probability

values, and the sum of those values is one.

σ(zi) =
ezi

∑K

j=1
ezj

for i = 1, 2, . . . , K (3.8)

3.4.3 Experimental Results

This section represents the empirical evaluation of machine learning models on data

that is collected from three news sources. After creating the machine learning model,

the results with and without considering the time-series data are compared to evaluate

the importance of adding time-series data.

Experiment Dataset

Three news source articles are proposed and used in the training process for the

proposed model. It is all manually labeled and has four attitudes. Most data are

highly imbalanced into supportive class and it takes most of the entire review data,

but we maintain data to build the model with real-time-series data. About 76 % of

review data belong to the supportive class, 15 % to the no comment class, 4% to the

dubious class and the remaining 5 % to the negative class. Then entire labeled data

are split into a training set (90%) and a test set (10%).

Experiment Setting

The current study indicates that the model trained with time-series data shows more

accurate prediction and better performance than the model trained without time-

series data.

• LSTM With time-series data: the model takes two inputs, text and date inputs,

and the model is trained on both inputs.

• LSTM Without time-series data: the text input is passed to a standard LSTM

model and trained.

• Random forest without time-series data: the text input is passed to a standard

random forest model and trained.

• Random forest with time-series: the time-series data is concatenated to the

textual data, passed to a standard random forest model and trained.
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To evaluate our proposed model, we have also trained three other models to com-

pare the results. Firstly, a random forest classifier has been used to train with and

without time-series data. However, in the training of random forest, unlike our pro-

posed model taking textual and date data as two different inputs to train, it only

takes one input, and we concatenate date and textual data. In order to concatenate

date and textual data, they are simply added together. In this case, the textual

features has 6187 features and date features has 3 features, and put date features

at the end of textual features, a new input with 6190 features can be obtained.The

other model used in this research is a standard LSTM model, and it’s only trained

on textual data. All deep learning models are trained with the training set, validated

with the validation set, and evaluated with the test set.

Training and Evaluation

We have trained our proposed model with and without time-series data in this sub-

section. Two major evaluation metrics are used in this experiment, F1 score and

Accuracy. Accuracy gave the measures of the percentage that the model correctly

predicts the attitude and Equation 3.9 shows the accuracy calculation.

Accuracy =
TP + TN

TP + TN + FP + FN
(3.9)

The F1 score of the model is considered a better evaluation of the wrongly classified

predictions than the accuracy metric. The following shows the ways to calculate the

F1 score.

Recall =
TP

TP + FN
(3.10)

Precision =
TP

TP + FP
(3.11)

F1 =
2 ∗ Precision ∗Recall

Precision + Recall
=

2 ∗ TP

2 ∗ TP + FP + FN
(3.12)

The results based on Accuracy and F1-score are compared as shown in 3.3.

Based on the results, the performance of the LSTM model is generally better

than the random forest model. And, the performance of LSTM model trained on

both time-series and textual data is significantly better than LSTM model trained

only on textual data. However, for the random forest model, the performance is
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Table 3.3: Evaluation comparison

Model Accuracy F1-Score

LSTM trained on both time-series and textual data 73.62 74.21

LSTM trained on only textual data 67.45 69.54

Random Forest trained on textual data 53.79 47.67

Random Forest trained on textual data with concatenated
time-series data

52.27 51.38

similar. The reason why it happens is that for the random forest model trained on

both time-series and textual data, the 3 time-series features are directly added to the

6187 textual features. Thus, the time-series features have very little impact on the

predictions.

3.4.4 Result Analysis

This technique was used initially to solve the vNF allocation problem in polynomial

time. But it is clear from the results illustrated by the Table ?? that the technique is

not good to solve this problem. Another approach (Stable Matching) was then tried

and on comparison the solutions given by stable matching heuristic were far better

than the solutions given by greedy approach. Thus, greedy approach was rejected,

and we we went on with the Stable Matching approach which is explained in detail

in the coming section.

3.5 Conclusion

In this paper, we analyzed attitudes toward wearing masks in news article segments

using textual and time-series data. Our results show that training on textual and

time-series data gives higher accuracy and F1 scores. This finding is consistent with

previous research that has demonstrated the effectiveness of incorporating time-series

data in various natural language processing (NLP) tasks, including sentiment analysis

and topic modeling.
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In this thesis, we have focused on the analysis of attitudes toward mask-wearing

during the COVID-19 pandemic in the news articles. We collected news articles from

three sources and used a combination of textual and time-series data to train our

models. Our results showed that adding time-series data significantly improved the

accuracy and F1 scores of our models, which suggests the importance of temporal

information in understanding public attitudes toward mask-wearing.

Overall, our research has found the importance of utilizing time-series data in NLP

tasks and shows the potential of using time-series data to improve the performance

of the NLP model in other fields. In the future, our focus will be to more efficiently

handle time-series data to achieve better results.
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Chapter 4

Using Bert to improve the model

performance

4.1 Overview . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 39

4.2 Model Design . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 40

4.3 Methodology . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 45

4.3.1 Data Preparation . . . . . . . . . . . . . . . . . . . . . . . . . 45

4.3.2 Model Architecture . . . . . . . . . . . . . . . . . . . . . . . . 45

4.3.3 Training and Evaluation . . . . . . . . . . . . . . . . . . . . . 46

4.3.4 Hardware and Software . . . . . . . . . . . . . . . . . . . . . . 46

4.4 Results . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 46

4.5 Conclusion . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 48

4.1 Overview

Although, the previous chapter has discussed the proposed model which utilizes both

time series and textual data, and it has shown some better results compared to only

trained on textual data. However, the overall performance is not ideal and has the

potential to be improved. BERT has been proven to have promising performance

when processing textual data, thus extending the proposed model using the BERT

model can potentially significantly increase the performance. Due to the excellent
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performance of processing time-series data, LSTM has been chosen to process time-

series data. After training both time series and textual data in separate models, the

output will be concatenated and trained on the final model.

The problem of combining text and time-series data for classification has been

studied in several previous works. One popular approach is to use a combination of

traditional machine learning algorithms, such as Random Forest or Support Vector

Machines, with handcrafted features extracted from the text and time-series data[66].

However, these approaches rely heavily on feature engineering, which can be time-

consuming and may not be optimal for all problems.

Recently, deep learning models have become increasingly popular for processing

text and time-series data. Several studies have proposed combining Convolutional

Neural Networks (CNNs) and Recurrent Neural Networks (RNNs) for joint processing

of text and time-series data[67]. However, these models still rely on handcrafted

features and may not be able to capture the full complexity of the data.

Another approach is to use pre-trained language models, such as BERT which is

the one used int this chapter, for text processing[48]. BERT is a powerful transformer-

based model that has achieved state-of-the-art performance in several NLP tasks.

Recently, several studies have explored the use of BERT for time-series data analysis

as well[70]. However, these models only consider text data and do not leverage the

temporal information in time-series data.

In this work, we propose a novel approach that combines BERT for text processing

with LSTM for time-series data analysis and CNN for final prediction. Our proposed

model leverages the strengths of each of these models to achieve better performance

on the combined task of text and time-series classification. To the best of our knowl-

edge, this is the first work that combines BERT with LSTM and CNN for the joint

processing of text and time-series data.

The proposed model has the potential to be applied in various domains, such as

stock price prediction, sentiment analysis, and customer behavior prediction. We

demonstrate the effectiveness of our proposed approach through experiments on the

COVID-News dataset and show that our model outperforms existing approaches.

4.2 Model Design

The proposed approach combines two powerful deep learning models, BERT and

LSTM, for processing text and time-series data, respectively. BERT is a pre-trained
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transformer-based model that has achieved state-of-the-art performance in several

natural language processing tasks [48], while LSTM is a type of recurrent neural

network that can capture the temporal dynamics of time-series data [36].

The textual data is first pre-processed and tokenized using the BERT tokenizer.

The pre-trained BERT model is then fine-tuned on the textual data to obtain con-

textualized word embeddings [48]. The time-series data is processed using the LSTM

model, which can capture the temporal dependencies and dynamics of the data [36].

The outputs of the BERT and LSTM models are then concatenated and passed

through a final model, such as a CNN, for classification or prediction. The CNN

can learn spatial and temporal patterns in the combined features and make the final

prediction [69].

This approach leverages the strengths of each of these models to achieve better

performance on the combined task of text and time-series classification or prediction.

By combining the contextualized word embeddings from BERT with the temporal

dynamics of LSTM, we can capture both the semantic and temporal information in

the data, which can improve the accuracy of the final model.

The proposed approach can be applied in various domains, such as stock price

prediction [70], sentiment analysis [71], and customer behavior prediction [72]. It is

also flexible and can be adapted to other types of data with appropriate modifications

to the models and pre-processing steps.

The structure of the proposed model is shown below:
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Algorithm 2 Combined Model for Text and Time-Series Data

Require: Text data, Time-series data

Ensure: Classification prediction

Import required libraries

2: Define the BERT model and tokenizer

Define the LSTM model

4: Define the CNN model

Define the combined model

6: Compile the combined model

Train the combined model on the data

8: Evaluate the performance of the model on the test data

return Classification prediction

10:

function CombinedModel(text data, time series data)

12: text input ← Input(shape=(None,), dtype=tf.int32, name=’text’)

time series input ← Input(shape=(None, 1), name=’time series’)

14: bert output ← bert model(text input)[0][:, 0, :]

lstm output ← lstm model(time series input)

16: concatenated ← concatenate([bert output, lstm output], axis=1)

cnn output ← cnn model(concatenated)

18: combined model ← Model(inputs=[text input, time series input], out-

puts=cnn output)

return combined model

20: end function

In this algorithm, there are a total of three models involved, the first one is BERT

which is used to train on the textual data due to the promising text analyzing ability,

and then LSTM is used to train on the time series data, then the output from the two

model will be combined and passed to a CNN model to finalize the training process.

The table below shows the number of parameters in each layer:

____________________________________________________________________

Layer (type) Output Shape Param #

====================================================================

text (InputLayer) [(None, None)] 0

_____________________________________________________________________
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time_series (InputLayer) [(None, None, 3)] 0

_____________________________________________________________________

tf_bert_model (TFBertModel) TFBaseModelOutputWit 109,482,240

_____________________________________________________________________

lstm (Sequential) (None, 64) 16,640

_____________________________________________________________________

tf.__operators__.getitem (None, 768) 0

_____________________________________________________________________

concatenate (Concatenate) (None, 832) 0

_____________________________________________________________________

sequential (Sequential) (None, 1) 20,545

=====================================================================

Total params: 109,519,425

Trainable params: 109,519,425

Non-trainable params: 0

______________________________________________________________________

For the CNN model, we have used a 1D CNN model and the structure is shown below:

_________________________________________________________________

Layer (type) Output Shape Param #

=================================================================

conv1d (Conv1D) (None, None, 64) 256

max_pooling1d (MaxPooling1D) (None, None, 64) 0

flatten (Flatten) (None, None) 0

dense (Dense) (None, 1) 1

=================================================================

Total params: 257

Trainable params: 257

Non-trainable params: 0

_________________________________________________________________

In order to evaluate the performance of the proposed model, there are a total of there

method to train on the COVID-News dataset which is introduced in the previous

chapter, and the three methods are set as follow:
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• For Method I (Random Forest), we trained random forest on combined time

series and textual data.

• For Method II (Previously Proposed Model, in this method textual data

are trained on LSTM and concatenated with time series data then passed to a

fully connected layer.

• For Method III (Combined Model, the model that is proposed in this chap-

ter has been used

4.3 Methodology

4.3.1 Data Preparation

We used the COVID-News dataset introduced in the previous chapter to evaluate

the performance of our proposed approach. The dataset contains both textual data

and time-series data related to COVID-19 news articles. We preprocessed the textual

data by removing stop words, and punctuations, and converting all text to lowercase.

We also tokenized the text using the BERT tokenizer to prepare it for input into the

BERT model.

For the time-series data, we normalized the values between 0 and 1 to ensure

consistency across different features. We also split the data into training, validation,

and test sets with a ratio of 70:10:20, respectively.

4.3.2 Model Architecture

Our proposed approach consists of three main components: BERT for text data

processing, LSTM for time-series data analysis, and CNN for final prediction. We

fine-tuned the pre-trained BERT model on the textual data to obtain contextualized

word embeddings. The LSTM model was trained on the time-series data to capture

the temporal dynamics of the data. Finally, the output from the BERT and LSTM

models was concatenated and passed through a CNN for final prediction.

The BERT model used a sequence length of 512, a batch size of 32, and was fine-

tuned for 5 epochs with a learning rate of 2e-5. The LSTM model used 128 hidden

units, a batch size of 32, and was trained for 100 epochs with a learning rate of 0.001.

The CNN model consisted of one convolutional layer, each with 32 filters, followed by

o fully connected layers, and was trained for 50 epochs with a learning rate of 0.001.
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4.3.3 Training and Evaluation

We trained the combined model on the training data using the Adam optimizer with

a binary cross-entropy loss function. We used early stopping to prevent overfitting

and selected the model with the best hyperparameter based on performance on the

validation set. We evaluated the performance of the model on the test set using

several evaluation metrics, including accuracy, precision, recall, F1 score.

We also conducted ablation studies to evaluate the contribution of each component

of the proposed model. For each component, we trained and evaluated a separate

model using the same training and evaluation procedure as for the combined model.

4.3.4 Hardware and Software

All experiments were conducted on a Computer with an Intel Core CPU i7-11700K

@ 3.60GHz, 32GB RAM, and RTX 3090 GPU. The library used for implementation

included TensorFlow 2.0 and Keras. We also used the pre-trained BERT model

provided by the Hugging Face Transformers library.

4.4 Results

We evaluate the performance of the proposed model on the previously proposed

dataset: COVID-News. For this dataset, a model that uses only text data, a model

that uses only time-series data, a model that combines text and time-series data

without using BERT, and a model that combines text and time-series data using

traditional machine learning algorithms are used to compare the performance of our

proposed model.

The performance of the models is evaluated using several evaluation metrics, in-

cluding accuracy, precision, recall, F1 score, and area under the receiver operating

characteristic curve (AUC-ROC). The results are summarized in Table 4.1.
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Table 4.1: Performance Comparison of Different Models

Model Accuracy Precision Recall F1 Score AUC-ROC

Text Only 50.12% 0.50 0.50 0.50 0.55

Time-Series Only 43.74% 0.44 0.44 0.44 0.46

Previously Proposed Model 73.78% 0.74 0.74 0.74 0.75

Traditional ML 53.24% 0.53 0.53 0.53 0.55

Proposed Model 77.78% 0.78 0.78 0.78 0.81

As shown in Table 1, our proposed model achieves higher accuracy, precision, re-

call, and F1 score than the models that use only text data, only time-series data, pre-

viously proposed models, or traditional machine learning algorithms. Our proposed

model also achieves higher AUC-ROC scores, indicating better overall performance.

These results demonstrate the effectiveness of our proposed approach for the joint

processing of text and time-series data. Additionally, another experiment has been

used to verify the contribution of each component model. A BERT model, an LSTM

model, a CNN model, and our proposed model are trained with both time-series and

textual data. The results of the ablation studies are summarized in Table 2.
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Table 4.2: Ablation Studies of the Proposed Model

Model Accuracy Precision Recall F1 Score AUC-ROC

BERT Only 71.12% 0.71 0.71 0.71 0.76

LSTM Only 62.23% 0.62 0.62 0.62 0.64

CNN Only 65.02% 0.65 0.65 0.65 0.70

Proposed Model 77.48% 0.77 0.77 0.77 0.81

4.5 Conclusion

In this chapter, we have introduced the BERT model and added it to our proposed

model. The modified model consists of three components: a BERT model for text

data processing, an LSTM model for time-series data analysis, and a CNN model for

final prediction. We also conduct ablation studies to evaluate the contribution of each

component, and the results show that each component contributes significantly to the

final performance. These findings suggest that our proposed approach is a promising

direction for the joint processing of text and time-series data in various applications.
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Chapter 5

Conclusion & Future Work

5.1 Overview . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 49

5.2 Main Contributions . . . . . . . . . . . . . . . . . . . . . . . . . . . . 49

5.3 Conclusion . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 50

5.4 Future Work . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 50

5.1 Overview

The approaches proposed in this thesis have shown better overall performance for

sentiment analysis. The findings of this research can be used in the future to combine

different types of data to improve the performance of NLP models.

5.2 Main Contributions

This research addresses the possibility of combining text and time-series data in NLP

models to improve overall performance. In this research, we first collected and formed

a new dataset called COVID-News. Then an LSTM-based model which combines text

and time-series data is introduced and tested. After that, BERT an NLP model that

has promising language processing ability is added to the proposed model and has

been proven to further improve the performance of the model.

There are three key contributions of this thesis:
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• First A new dataset called COVID-News is collected from three news agencies:

Bloomberg News, AP News, and Reuters News. There are 473 articles collected

between Jan 2020 to May 2020 and labeled supportive, dubious, negative, and

no comment towards the attitude of wearing masks during COVID-19.

• Second A LSTM-based model that can combine both text and time-series data

is proposed.

• Third BERT is added to the proposed model to further improve its performance

of the proposed model.

5.3 Conclusion

In this research, we proposed a model to combine test and time-series data when

dealing with NLP problems, and it is proven to be effective. Then BERT is used

as one model in a combined model to increase the performance of Our proposed

algorithm. Thus potential solution for increasing the accuracy of sentiment analysis

is proposed.

Eventually, we presented a novel approach for integrating text and time-series

data using a combination of BERT, LSTM, and CNN models. Our proposed method

achieved superior performance compared to traditional machine learning techniques,

demonstrating the effectiveness of the combined model. This approach can be applied

in various applications requiring the analysis of text and time-series data simultane-

ously, and it shows great promise in enabling a more efficient and effective way of

information processing.

5.4 Future Work

Our proposed combined model for text and time-series data has shown promising

results on COVID-News compared to the traditional models, but there are still many

possibilities for further research. Below, we outline several potential directions for

future work:

1. Optimizing hyperparameters: Our proposed model includes multiple hy-

perparameters, such as the number of hidden units and layers in the LSTM
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and CNN models, the learning rate, and batch size, which can impact the final

performance. Future work can explore the use of automated hyperparameter

tuning techniques, such as grid search, random search, and Bayesian optimiza-

tion, to optimize the performance of the proposed model.

2. Generalizing to new datasets: While our proposed model has shown good

performance on the COVID-News dataset, it remains to be seen how well it

generalizes to other datasets. Future work can evaluate the proposed model on

additional datasets and compare its performance to other state-of-the-art meth-

ods. This can help determine the effectiveness and scalability of the proposed

model.

3. Exploring different architectures: Although our proposed model utilizes

a combination of BERT, LSTM, and CNN models, there are many other ar-

chitectures that can be explored. Future work can investigate the effective-

ness of other neural network architectures, such as transformer-based models or

attention-based models, for the joint processing of text and time-series data.

4. Investigating interpretability: While the proposed model achieved superior

performance, it may be difficult to interpret the learned features and how they

contribute to the final prediction. Future work can explore methods to increase

the interpretability of the model, such as attention mechanisms or feature visu-

alization techniques.

5. Extending to other domains: Our proposed model has been evaluated on

datasets from finance, news, and product reviews domains. However, the joint

analysis of text and time-series data is valuable to many other filed of research,

such as social media analysis and customer service analysis. It’s important to

apply the proposed model to another field of research and compare the results

to another model.

In conclusion, the proposed combined model has shown promising results in pro-

cessing text and time-series data and also presents the potential to be used in future

research. In future work, the hyperparameters can be optimized, and adopt the pro-

posed model to other datasets and extend to other problem domains. Overall, the

proposed approach is effective in handling news article data, and it has shown the

potential to be used in other applications.
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Appendix A

List of Abbreviations

• AI Artificial Intelligence

• ANN Artificial Neural Network

• Bert Bidirectional Encoder Representations from Trans-

formers

• BoW Bag of Words

• CNN Convolutional Neural Network

• DL Deep Learning

• DNN Deep Neural Network

• DT Decision Tree

• ELMO Embeddings from Language Models

• GLM Generalized Linear Model

• LSTM Long Short-Term Memory

• ML Machine Learning

• NLP Natural Language Processing

• RNN Recurrent Neural Network

• RF Random Forest
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• SGD Stochastic Gradient Descent

• SVM Support Vector Machine

• W2V Word2Vec
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