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Abstract

Modern Technologies, particularly connectivity, increasingly support many facets of ev-

eryday life. The next generation of wireless communication systems aims to provide new

advanced services and support new demands. These services are required to serve a mas-

sive number of devices and achieve higher spectral and energy efficiency, ultra-low latency,

and reliable communication. The research community around the globe is still working on

finding novel technologies to meet these requirements. Full duplex (FD) communications

have been recognized as one of the promising wireless transmission candidates and game-

changers for the future of wireless communication and networking technologies, thanks to

their ability to greatly improve spectral efficiency (SE) and dramatically enhance energy

efficiency (EE). In this thesis, first, the influence of hardware impairment (HWI) on single-

input single-output (SISO) FD access point (AP) is studied. More precisely, the SE and

EE when the system’s terminals have impaired transceivers are analyzed. Optimization

problem for EE maximization is formulated to fulfill quality of service (QoS) and power

budget constraints. An algorithm to solve the optimization problem by using the fractional

programming theory and Karush–Kuhn–Tucker (KKT) conditions technique is proposed.

The results unveil that excellent power allocation is crucial in FD communication networks

and the proposed algorithm outperforms the maximum power transmission scheme. The

results also reveal that HWIs degrade both SE and EE performance. Moreover, at high

power region, no further improvements can be obtained by increasing the transmission

power. This study assumes that all fading channels demonstrate Nakagami-m distribution.

Second, the effect of HWI on multiple-input multiple-output (MIMO) FD systems is

studied. Closed-form expressions for the lower bounds of the average uplink (UL) and

downlink (DL) achievable rates are derived. Different power allocation optimization prob-

lems to maximize the average FD SE and EE, while satisfying the QoS and power budget

constraints are formulated. Moreover, the max-min objective functions are considered to

assure fairness between users. These problems are solved using different optimization tech-

niques, including the Dinkelbach approach, transformation, and the KKT conditions. Also,

the SE algorithm is refined and a simpler solution is presented. This study also assumes
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that all fading channels follow Nakagami-m distributions, where other scenarios can be

considered special cases. Besides, a special case of Nakagami-m when m = 1 which results

in Rayleigh fading channels is studied.

Third, the study is extended to involve more practical scenarios, where the imperfect

channel state information (CSI) and multi-user scenarios are considered. Because the appli-

cation of FD communication alongside space-division multiple access (SDMA) and MIMO

techniques assures a more efficient utilization of the limited wireless frequency spectrum

available and an improvement in SE. This study outlines a framework for FD commu-

nication systems considering practical conditions, such as imperfect CSI and HWI. The

performance of FD multi-user multiple-input multiple-output (MU-MIMO) systems is an-

alyzed, specifically studying the effects of practical channel estimation errors and HWI

on the SE performance of the FD MU-MIMO systems. The linear detectors/precoders of

maximum ratio combining (MRC)/maximum ratio transmission (MRT) and zero-forcing

reception (ZFR)/zero-forcing transmission (ZFT) are considered at the base station (BS)

for receiving and transmitting. Moreover, linear minimum mean square error (LMMSE)

and least square (LS) error estimation are used to estimate the UL/DL channels at the

BS. Mathematical derivations for the lower bound of UL and DL SEs are presented in the

context of imperfect CSI and HWI. Finally, extensive computer simulations were conducted

to validate the analytical derivations.

vii



Table of Contents

List of Tables xii

List of Figures xiii

Abbreviations xvi

List of Symbols xxi

1 Introduction 1

1.1 Background and Motivation . . . . . . . . . . . . . . . . . . . . . . . . . . 1

1.2 Thesis Contributions . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 4

1.3 Thesis Organization . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 6

1.4 List of Publications . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 7

2 Preliminaries and Literature Review 10

2.1 Preliminaries . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 10

2.1.1 Full Duplex Communication System . . . . . . . . . . . . . . . . . . 10

2.1.2 Spectral/Energy Efficiency and Power Allocation Methods . . . . . 11

2.1.3 Hardware Impairments . . . . . . . . . . . . . . . . . . . . . . . . . 12

2.2 Channel Models . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 16

2.2.1 Nakagami-m Fading Channel Distribution . . . . . . . . . . . . . . 17

2.2.2 Rayleigh Fading Channel Distribution . . . . . . . . . . . . . . . . 17

viii



2.2.3 Ricean Fading Channel Distribution . . . . . . . . . . . . . . . . . . 18

2.3 Channel Estimation . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 18

2.4 Literature Review . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 20

3 Energy Efficiency and Power Allocation Optimization in Hardware-Impaired

Full-Duplex Access Point 26

3.1 Introduction and Related Works . . . . . . . . . . . . . . . . . . . . . . . . 26

3.2 System and Signal Models . . . . . . . . . . . . . . . . . . . . . . . . . . . 28

3.3 System Performance Analysis . . . . . . . . . . . . . . . . . . . . . . . . . 29

3.3.1 Full Duplex Downlink Spectral Efficiency under HWIs . . . . . . . 29

3.3.2 Full Duplex Uplink Spectral Efficiency under HWIs . . . . . . . . . 30

3.4 Power Allocation Optimization . . . . . . . . . . . . . . . . . . . . . . . . 32

3.5 Simulation Results and Discussion . . . . . . . . . . . . . . . . . . . . . . . 36

3.6 Conclusion . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 40

4 Spectral-Energy Efficiency and Power Allocation in Full-Duplex Net-

works: the Effects of Hardware Impairment and Nakagami-m Fading

Channels 42

4.1 Introduction and Related Works . . . . . . . . . . . . . . . . . . . . . . . . 42

4.2 System and Signal Models . . . . . . . . . . . . . . . . . . . . . . . . . . . 45

4.2.1 Gamma Distribution . . . . . . . . . . . . . . . . . . . . . . . . . . 45

4.2.2 System Model . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 46

4.3 System Performance Analysis . . . . . . . . . . . . . . . . . . . . . . . . . 47

4.3.1 Full Duplex Uplink Spectral Efficiency with Hardware Impairments

Analysis . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 48

4.3.2 Full Duplex Downlink Spectral Efficiency with Hardware Impair-

ments Analysis . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 50

4.3.3 Half Duplex Uplink Spectral Efficiency with Hardware Impairments 51

ix



4.3.4 Half Duplex Downlink Spectral Efficiency with Hardware Impairments 52

4.4 Power Allocation Optimization . . . . . . . . . . . . . . . . . . . . . . . . 53

4.4.1 Power Allocation Optimization for Maximizing the FD Spectral Ef-

ficiency . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 54

4.4.2 Power Allocation Optimization for Maximizing the Minimum FD

UL/DL Spectral Efficiency . . . . . . . . . . . . . . . . . . . . . . . 57

4.4.3 Power Allocation Optimization for Maximizing the FD Energy Effi-

ciency . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 59

4.4.4 Power Allocation Optimization for Maximizing Minimum FD UL/DL

Energy Efficiency . . . . . . . . . . . . . . . . . . . . . . . . . . . . 61

4.4.5 Power Allocation Optimization for Maximizing HD SE . . . . . . . 63

4.4.6 Power Allocation Optimization for Maximizing HD EE . . . . . . . 65

4.4.7 Complexity Analysis . . . . . . . . . . . . . . . . . . . . . . . . . . 65

4.5 Simulation Results and Discussion . . . . . . . . . . . . . . . . . . . . . . . 66

4.6 Conclusion . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 79

5 Towards a Practical FD MU-MIMO System: Performance Analysis Con-

sidering Imperfect CSI and Non-ideal Transceivers 80

5.1 Introduction and Related Works . . . . . . . . . . . . . . . . . . . . . . . . 80

5.2 System and Channel Models . . . . . . . . . . . . . . . . . . . . . . . . . . 82

5.2.1 System and Signal Model . . . . . . . . . . . . . . . . . . . . . . . 82

5.2.2 Hardware Impairment Model . . . . . . . . . . . . . . . . . . . . . 83

5.3 Channel Estimation . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 84

5.4 Performance Analysis of Uplink Spectral Efficiency with HWIs and Imperfect

Channel State Information . . . . . . . . . . . . . . . . . . . . . . . . . . . 88

5.4.1 Uplink Spectral Efficiency When Using MRC/MRT . . . . . . . . . 90

5.4.2 Uplink Spectral Efficiency When Using ZFR/ZFT . . . . . . . . . . 91

5.5 Performance Analysis . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 92

x



5.5.1 Downlink Spectral Efficiency When Using MRT . . . . . . . . . . . 93

5.5.2 Downlink Spectral Efficiency When Using ZFT . . . . . . . . . . . 94

5.6 Simulation Results and Discussion . . . . . . . . . . . . . . . . . . . . . . . 100

5.7 Conclusion . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 105

6 Conclusions and Future Work 106

6.1 Conclusions . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 106

6.2 Future Work . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 108

APPENDICES 109

A Proofs of Lemmas in Chapter 4 126

A.1 Proof of Lemma 4.3.1 . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 126

A.2 Proof of Lemma 4.3.2 . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 127

A.3 Proof of Lemma 4.4.1 . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 128

B Proofs of Lemmas in Chapter 5 130

B.1 Proof of Lemma 5.4.1 . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 130

B.2 Proof of Lemma 5.4.2 . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 132

B.3 Proof of Lemma 5.5.1 . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 134

B.4 Proof of Lemma 5.5.2 . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 135

xi



List of Tables

2.1 EVM requirements . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 16

3.1 Optimal powers to maximize SE and EE. . . . . . . . . . . . . . . . . . . . 38

4.1 Optimal values of transmit powers in dB that maximize the SE when Ωs =

10, ΩI = 1, Rd
th = 0.50 bits/s/Hz, Ru

th = 0.25 bits/s/Hz and Pmax = 20 dB. 70

4.2 Optimal values of transmit powers in dB that maximize the SE when Ωs = 1,

ΩI = 10, Rd
th = 0.25 bits/s/Hz, Ru

th = 0.50 bits/s/Hz and Pmax = 20 dB. . 71

4.3 Optimal values of transmit powers in dB for SE Max-min. . . . . . . . . . 74

4.4 Optimal values of transmit powers in dB that maximize the EE when Pmax =

{5, 10} dB, κ = 1. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 75

4.5 Optimal values of transmit powers in dB that maximize the EE when Pmax =

{5, 10} dB, κu = κd = 0.92 and κBS
r = κBS

t = 0.98. . . . . . . . . . . . . . . 76

4.6 Optimal values of transmit powers in dB for EE Max-min. . . . . . . . . . 77

5.1 Lower bounds of the uplink achievable sum rates when using MRC/MRT. . 96

5.2 Lower bounds of the uplink achievable sum rates when using ZFR/ZFT. . 97

5.3 Lower bounds of the downlink achievable sum rates when using MRT. . . . 98

5.4 Lower bounds of the downlink achievable sum rates when using ZFT. . . . 99

xii



List of Figures

2.1 Full-duplex MU-MIMO communication system structure. . . . . . . . . . . 11

2.2 The RF transmitter block diagram in the communication systems. . . . . . 13

2.3 A communication system model (a) with HWIs and (b) without considering

HWIs [1]. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 15

3.1 Average FD SE and EE with different transmit powers at κ = 0.92. . . . . 36

3.2 Average FD EE and SE with different scenarios at κ = 1, σ2
d = σ2

u = 0.01.

Here, Rd
th = 0.5 and Ru

th = 0.25 bits/s/Hz. . . . . . . . . . . . . . . . . . . 37

3.3 Convergence of the proposed algorithm when the transmit power budgets

Pmax
d = Pmax

u = 10 dB, ΩI = Ωs = σ2
d = σ2

u = 0.01. Here, Rd
th = 1 and

Ru
th = 0.5 bits/s/Hz. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 38

3.4 Average FD/HD SE and EE at ΩI = Ωs = σ2
d = σ2

u = 0.01. Here, Rd
th = 1

and Ru
th = 0.5 bits/s/Hz. . . . . . . . . . . . . . . . . . . . . . . . . . . . . 40

3.5 Average FD/HD SE and EE with different levels of SI at ΩI = 0.05, Pd =

Pu = 10 dB. Here, Rd
th = 1 and Ru

th = 0.1 bits/s/Hz. . . . . . . . . . . . . 41

4.1 Full-duplex MIMO system model. . . . . . . . . . . . . . . . . . . . . . . . 45

4.2 Average FD UL/DL SE with different number of BS antennas, where Pd =

Pu = 10 dB, Ωs = 1, ΩI = 0.1, κu = κd = 0.92 and κBS
r = κBS

t = 0.98. . . . 66

4.3 Average FD SE with different transmit power at M = 100 and κ = 0.92. . . 67

4.4 Average FD UL/DL SE at Pu = 20 dB, M = 100, ΩI = Ωs = 0.1 and κ = 0.92. 68

xiii



4.5 Average FD SE at different levels of HWIs at Pu = Pd = 10 dB and M =

[10, 100]. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 69

4.6 The performance of the proposed algorithm vs. the number of antenna.

Here, Ωs = 10, κ = 1, Rd
th = 0.5 bits/s/Hz and Ru

th = 0.25 bits/s/Hz and

Pmax
u = Pmax

d = Pmax. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 70

4.7 The performance of the proposed algorithm vs. different levels of HWIs.

Here, Ωs = 10, Rd
th = 0.50 bits/s/Hz and Ru

th = 0.25 bits/s/Hz. . . . . . . 71

4.8 The performance of the Max-min SE proposed algorithm vs. different trans-

mit power. Here, Pmax
u = Pmax

d , Ωs = 1, ΩI = 0.1, M = 10, κu = κd = 0.92

and κBS
r = κBS

t = 0.98. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 72

4.9 Average FD EE at ΩI = σ2
d = σ2

u = 0.1, Ωs = 1, κu = κd = 0.92 and

κBS
r = κBS

t = 0.98. Here, Rd
th = 0.5 and Ru

th = 0.25 bits/s/Hz. . . . . . . . . 73

4.10 Average FD EE at ΩI = σ2
d = σ2

u = 0.1, Ωs = 1, κu = κd = 0.92 and

κBS
r = κBS

t = 0.98. Here, Rd
th = 0.5 and Ru

th = 0.25 bits/s/Hz. . . . . . . . . 74

4.11 The performance of the Max-min EE proposed algorithm vs. different trans-

mit power. Here, Pmax
u = Pmax

d , Ωs = 1, ΩI = σ2
d = σ2

u = 0.1, M = 10,

κu = κd = 0.92 and κBS
r = κBS

t = 0.98. . . . . . . . . . . . . . . . . . . . . . 75

4.12 Convergence of the proposed algorithms when the power budgets Pmax
d =

Pmax
u = 10 dB, Ωs = 1 ΩI = σ2

d = σ2
u = 0.1. Here, Rd

th = 0.5, Ru
th = 0.25

bits/s/Hz, κu = κd = 0.92 and κBS
r = κBS

t = 0.98. . . . . . . . . . . . . . . . 76

4.13 The performance of the proposed algorithm vs. the SI power. Here, Rd
th = 2

bits/s/Hz and Ru
th = 1 bits/s/Hz, Pmax

u = Pmax
d = 10 dB, Ωs = 1, ΩI = 0.1,

κu = κd = 0.92 and κBS
r = κBS

t = 0.98. . . . . . . . . . . . . . . . . . . . . . 77

4.14 The performance of the proposed algorithm vs. the SI power. Here, Rd
th = 2

bits/s/Hz and Ru
th = 1 bits/s/Hz, Pmax

u = Pmax
d = 10 dB, Ωs = 1, ΩI =

σ2
d = σ2

u = 0.1, κu = κd = 0.92 and κBS
r = κBS

t = 0.98. . . . . . . . . . . . . 78

5.1 Full-duplex multi-user MIMO system model. . . . . . . . . . . . . . . . . . 82

5.2 Channel estimation. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 84

xiv



5.3 The MSE of LMMSE estimation with a different number of pilots and trans-

mit power for the ideal hardware and in presence of HWIs. . . . . . . . . . 86

5.4 The LMMSE and LS with HWIs. . . . . . . . . . . . . . . . . . . . . . . . 87

5.5 Average SE of DL/UL FD MU-MIMO when M = [10− 100], Kd = Ku = 8,

κ = 1, 0.92, and Pd = Pu = 0 dB. . . . . . . . . . . . . . . . . . . . . . . . 100

5.6 Average SE of DL/UL FD MU-MIMO when M = [10− 100], Kd = Ku = 8,

κ = 1, 0.92, and Pd = Pu = 5 dB. . . . . . . . . . . . . . . . . . . . . . . . 100

5.7 Average SE of FD MU-MIMO for a different number of users considering

perfect/imperfect CSI and ideal/impaired hardware. Here, M = [10− 100],

κ = 1, 0.92, and Pd = Pu = 5 dB. . . . . . . . . . . . . . . . . . . . . . . . 101

5.8 Average SE of FD MU-MIMO for a different number of users considering

perfect/imperfect CSI and ideal/impaired hardware. Here, SNR =Pu

σ2
u
= Pd

σ2
d
,

M = 30, and κ = 1, 0.92. . . . . . . . . . . . . . . . . . . . . . . . . . . . . 102

5.9 Average SE of FD MU-MIMO vs. HWIs levels when Pd = Pu = 10 dB,

Kd = Ku = 4, and at different number of BS antennas. . . . . . . . . . . . 103

5.10 Average SE of FD MU-MIMO vs. HWIs levels when Pd = Pu = 10 dB,

M = 30, and at different number of DL/UL users. . . . . . . . . . . . . . . 104

xv



Abbreviations

3G third-generation 1

4G fourth-generation 1

5G fifth-generation 1–3

64-QAM 64-quadrature amplitude modulation 16

6G sixth-generation 2

ADC analog-to-digital converter 13, 14, 21, 22, 24, 25, 43

AF amplify-and-forward 23

AP access point 4, 22, 27–32, 108

AWGN additive white Gaussian noise 14, 15, 48, 50

BS base station 2–4, 11, 18–23, 25, 43, 44, 46–49, 51–54, 57, 59, 66, 69–76, 80–85, 88, 89,

101, 102, 106–108

CSI channel state information 4, 5, 7, 20–22, 24, 90, 91, 93, 94, 96–99, 101–104, 106–108,

133, 136

DAC digital-to-analog converter 13, 21, 22, 24, 25, 43

dB decibel 2, 20

DF decode-and-forward 23

xvi



DL downlink 2–7, 11, 20–23, 27–31, 36, 37, 43, 44, 46, 47, 49–53, 57, 61, 63, 65, 67–69,

72, 73, 76, 79, 81–84, 90, 92, 94, 95, 102, 104, 106–108, 134, 135

DSP digital signal processing 3

EE energy efficiency 2–7, 10, 12, 20–22, 24, 26–28, 32, 36–39, 44, 53, 59, 61, 65, 73–79,

106, 107

EVM error vector magnitude 15, 16

FD full duplex 2–7, 10, 11, 16, 20–32, 35–37, 39–44, 46, 47, 51, 53, 56, 63, 65–69, 72, 74,

75, 77–84, 88, 90–92, 94, 102, 105–109

FDD frequency-division duplex 2, 19

HD half-duplex 2, 5, 22, 23, 27–29, 31, 39, 41, 43, 44, 46, 51–53, 63–65, 77–79, 107

HPA high-power amplifier 24

HWI hardware impairment 3–7, 10, 12, 14, 15, 20, 23, 24, 27–32, 39–41, 43, 45, 47, 48,

50–53, 56, 66, 68, 69, 72–75, 77–79, 81, 83, 85–88, 90, 91, 94, 96–99, 102–104, 106–108

I in-phase 13

i.i.d independent identical distributed 11

I/Q in-phase/quadrature-phase 3, 6, 12–14, 24

IM index modulation 2

IoT Internet of things 3

IRS intelligent reflecting surfaces 23

IUI inter-user interference 5, 11, 21, 27, 28, 31, 32, 43, 46, 51–53, 56, 68, 108

KKT Karush–Kuhn–Tucker 5, 6, 32–35, 40, 44, 54, 55, 57, 58, 60–65, 70, 106, 107

xvii



LIS large intelligent surfaces 24

LMMSE linear minimum mean square error 4–7, 25, 85–88, 91, 92, 95–99, 104–108

LNA low noise amplifier 14

LO local oscillator 6, 13

LOS line-of-sight 17, 18, 29, 46

LS least square 4–7, 25, 85, 87, 88, 91, 92, 95–99, 104–108

LTE long-term evolution 16

M2M machine-to-machine 3

MIMO multiple-input multiple-output 2–6, 16, 19–24, 44, 46, 47, 49, 50, 80, 81, 107, 108

mmWave millimeter wave 2

MRC maximum ratio combining 4, 5, 7, 23, 49, 52, 81, 88–91, 93, 102–108, 130

MRC/MRT maximum ratio combining/maximum ratio transmission 21, 22

MRT maximum ratio transmission 4, 5, 7, 23, 81, 90–95, 105–107, 130, 134

MSE mean squared error 5, 85, 86, 107, 108

MU-MIMO multi-user multiple-input multiple-output 4–7, 11, 18, 22, 25, 81–84, 88,

90–92, 94, 102, 105, 107–109

NOMA non-orthogonal multiple access 2, 23, 81

OP outage probability 23

PA power allocation 22

PAMP power amplifier 6, 14

PDF probability density function 19

xviii



PHY physical layer 2

PN phase noise 24

Q quadrature-phase 13

QN quantization noise 22

QoS quality of service 3, 5–7, 27, 28, 32, 44, 53, 56, 70, 72, 74, 75, 79, 106, 107, 129

QPSK quadrature phase-shift keying 16

RF radio frequency 10, 12, 14, 20, 24, 80

RIS reconfigurable intelligent surfaces 20, 27, 108

RIS-SSK reconfigurable intelligent surface space-shift keying 24

SDMA space-division multiple access 2, 80

SE spectral efficiency 2–7, 10, 20–24, 26–32, 35–37, 39, 40, 43, 44, 47, 49–51, 53, 56, 57,

59, 63, 66–69, 72, 77–81, 88, 91–93, 102, 103, 106–108, 132, 134, 135

SI self-interference 2, 3, 11, 20–22, 25, 27–29, 31, 32, 39, 41, 43, 46, 53, 59, 68, 75, 77–79,

81

SINR signal-to-interference-plus-noise ratio 50, 52, 53, 90–94, 132–134

SISO single-input single-output 3–6, 29, 106

SNR signal-to-noise ratio 15, 23, 43, 80, 103

TDD time-division duplex 2, 19

THz terahertz 2

UAV unmanned aerial vehicle 108

UDN ultra-dense network 2

xix



UL uplink 2–7, 11, 18, 20–23, 27–32, 37, 43, 44, 46–49, 51–54, 57, 59, 61, 63, 65, 67–69,

72, 73, 76, 79, 81–84, 88, 90–92, 102, 104, 106–108, 130, 132

Wi-Fi wireless fidelity 1

ZF zero-forcing 5, 22, 23, 81, 89–91, 93, 102–105, 108

ZFR zero-forcing reception 4, 5, 7, 88, 91, 105–107, 132

ZFR/ZFT zero-forcing reception/zero-forcing transmission 22

ZFT zero-forcing transmission 4, 5, 7, 91–95, 105, 106, 132, 135

xx



List of Symbols

x scalar x

x vector x

X matrix X

I identity matrix

0 all-zero vector

(·)−1 matrix inverse

(·)T matrix transpose

(·)∗ complex conjugate

(·)H hermitian transposition

| · | magnitude of the complex number

∥ · ∥ the Euclidean norm of the vector

E{·} the statistical expectation

x̂ the estimated value of x

diag(x) diagonal matrix whose diagonal elements are in vector x

CN (µ, σ2) complex Gaussian random variable with µ mean and σ2 variance

CN (µ,Γ) complex Gaussian random variable where µ is the mean vector and Γ is the

covariance matrix

xxi



Chapter 1

Introduction

1.1 Background and Motivation

There has been a significant growth of wireless services that require higher data rates,

lower latency, and more reliable communications. Cisco Systems, Inc., predicted a sig-

nificant increase in mobile (third-generation (3G), fourth-generation (4G), fifth-generation

(5G)) networking demand in the near future. Wherein March 2020 report, quantitative

projections are provided on the growth of Internet users, devices and connections as well as

network performance and new application requirements. For example, it was reported that

wireless fidelity (Wi-Fi) speeds from mobile devices will triple, mobile (cellular) speeds will

more than triple and over 70 percent of the global population will have mobile connectivity

in 2023 [2]. The most recent Ericsson mobility report that has been published in Novem-

ber 2022, the outlook for 2028 is that 5G subscriptions will pass 5 billion, and wireless

connections will reach 300 million. Moreover, it is projected that all mobile subscriptions

will be increased to around 9.2 from 8.4 billion by the end of 2028 [3]. Such growth will

obviously accompany ubiquitous demands of ever-increasing data rates with low latency

and high spectral and energy efficiency, which present themselves as the major challenges

for the upcoming generations of wireless communications.

There are considerable challenges because the amount of available spectrum is limited.

In order to meet these requirements, immense research has been carried out to develop new
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wireless technologies. As such, many techniques have been recently proposed, including

massive multiple-input multiple-output (MIMO) [4,5], millimeter wave (mmWave) commu-

nications [6], ultra-dense network (UDN), index modulation (IM), non-orthogonal multiple

access (NOMA) and terahertz (THz) communications, alternative/advanced waveforms,

and new antenna technologies [7, 8]. Moreover, combining both space-division multiple

access (SDMA) and MIMO techniques is a substantial method to efficiently utilize the lim-

ited available wireless spectrum and enhance the spectral efficiency (SE), where it is proven

that the sum SE increases proportionally to the number of users in SDMA transmission.

This is achieved by serving K users simultaneously and increasing the number of base sta-

tion (BS) antennas to obtain an array gain that counteracts the increased interference [1].

However, network energy consumption and hardware cost remain critical issues in practi-

cal systems [9], and being able to find spectrum and energy efficient techniques with low

hardware costs remains a relevant issue [10]. Indeed, the initial 5G standard has provided

increasing flexibility in the physical layer (PHY). Nonetheless, researchers keep working on

alternative technologies for later releases of 5G. New applications/use-cases and networking

trends of sixth-generation (6G) and beyond systems may bring more intractable problems,

consequently creating the need for such novel communication paradigms [11].

On the parallel orientation, the concept of full duplex (FD) with optimal power al-

location has emerged as an out-of-the-box novel technology that aims to enhance both

SE and energy efficiency (EE) of wireless communication systems in a cost-effective man-

ner [12–19]. As such, using FD technique is a vital key to improve the SE for the next

communication systems where the SE can be theoretically doubled, since the signals can

be transmitted and received at the same time-frequency resource. On the other hand, the

half-duplex (HD) communication uses different frequency bands to transmit and receive

the signals in frequency-division duplex (FDD) technique or different time slots in time-

division duplex (TDD) technique [20, 21]. However, the main challenge in FD technology

is the self-interference (SI) that comes from the downlink (DL) transmitted signals which

cause substantial interference to the uplink (UL) received signals at the BS where it may

be observed that the SI signal strength is stronger than the desired received signal about

100 decibel (dB) [20], on the consequence, it can be concluded that the game-player in im-
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plementing the FD communication is the SI suppression and cancellation. An exhaustive

overview of the potential FD techniques including their main applications in wireless com-

munications, advantages over contemporary technologies, challenges, solutions, and future

research directions was provided in [20,21].

Modern digital communication systems require considerable digital signal processing

(DSP) and advanced analog circuitry. However, the signal is subject to many sources of

impairments at the transceivers because the hardware impairment (HWI)s are inherited in

the electronic devices. Practically, the physical transceivers suffer from inevitable HWIs

such as analog imperfectness, phase noise, in-phase/quadrature-phase (I/Q) imbalance,

power amplifier non-linearities, time and frequency synchronization errors, etc. Hence,

HWIs may dramatically degrade the communication system’s performance [22–24]. Even

though these impairments are commonly encountered in current communication systems,

they might become readily more severe in the case of FD systems. One reason makes the

effects of HWIs critical issue for the next-generation communication systems is that the

requirements of 5G networks to support massive number of wireless devices in the Internet

of things (IoT). IoT will interconnect billions of devices under machine-to-machine (M2M)

communication links. For example, smart homes will be equipped with Wi-Fi-connected

lighting, air-conditioning, heating and security devices. Also, wearable technology such as

virtual glasses, smartwatches, and fitness bands to monitor heartbeats and temperature,

etc. and GPS tracking tools. This can be achieved by manufacturing low-cost transceivers

which are expected to come with poor quality [25, 26]. Hence, this massive connectivity

with imperfect hardware will degrade the performance of the networks. Considering these

challenging aspects in the research adds more complexity to the analysis and design.

The serious effects of HWIs and the shortcomings in the current literature engorged us

to pursue the following objectives

• To study the performance of FD single-input single-output (SISO) and MIMO com-

munication systems under the effects of HWIs at the BS and the UL/DL users.

• To maximize the FD SE and EE performance in SISO and MIMO communication

systems subjects to fulfill minimum quality of service (QoS) and power budget con-
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straints, and study the effects of HWIs on the SE and EE under optimal power

allocation.

• To study the performance of FD multi-user multiple-input multiple-output (MU-

MIMO) systems under HWIs considering perfect and imperfect channel state infor-

mation (CSI) when using maximum ratio combining (MRC)/maximum ratio trans-

mission (MRT) and zero-forcing reception (ZFR)/zero-forcing transmission (ZFT)

linear detectors/precoders.

• To study the impact of the channel estimation error and HWIs on the system perfor-

mance and to investigate the effects of the HWIs on the channel estimation accuracy

in MU-MIMO communication systems when using the linear minimum mean square

error (LMMSE) and least square (LS) estimations.

• To study different models of fading channels as Nakagami-m distribution which rep-

resents a more general model where some other channel models (such as Rayleigh,

Weibull and Chi-squared distributions) can be considered as special cases. More-

over, Nakagami-m fits better than the other distributions for fading channels [27]. In

addition, the Rayleigh fading channel model is studied.

• Finally, to conduct computer simulations under different scenarios to validate the

obtained analytical results and the feasibility of the proposed algorithms.

1.2 Thesis Contributions

Compared to the existing literature and motivated by the importance of the thesis topic,

the contributions of this work can be summarized as follows:

1. The performance of the FD SISO and MIMO systems in terms of SE and EE is

studied by assuming imperfect hardware at all end terminals of the systems (i.e., at the

access point (AP), BS, the UL user and DL user), perfect CSI and modeling all fading

channels as Nakagami-m distribution. Moreover, closed-form expressions for the lower

bounds of the average FD UL and DL achievable rates are derived by exploiting the
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relationship between various distributions (e.g., Gamma, inverse of Gamma and Beta

distribution). In addition, the average SE of UL/DL HD expressions are derived for

comparative purposes.

2. Power allocation optimization problems to maximize the average SE, max-min SE,

EE and max-min EE with QoS and power budget constraints are formulated for the

FD SISO and MIMO systems. Algorithms to solve these problems using different

optimization techniques are proposed. The Karush–Kuhn–Tucker (KKT) conditions

technique solves the optimization problem that maximizes the SE. Moreover, two op-

timization techniques to solve the max-min SE optimization problem by introducing

a slack variable and an appropriate transformation are combined. Furthermore, to

maximize the EE and the max-min EE, the Dinkelbach approach to transform the

fractional non-concave optimization problem into an equivalent parametric optimiza-

tion is utilized. Interestingly, the FD SE algorithm is refined and a simpler solution

is presented. Furthermore, the channels’ statistical information rather than the in-

stantaneous states of the channels are utilized, which increases the overall SE and EE

without the cost of greater complexity.

3. The performance of the FD MU-MIMO systems under imperfect transceivers, assum-

ing imperfect CSI when using MRC/MRT and ZFR/ZFT linear detectors/precoders,

and modeling all fading channels as Rayleigh distribution is analyzed. Mathematical

frameworks for the lower bounds of the average FD UL/DL SE under imperfect CSI

in the presence of HWIs at all system terminals are derived. Moreover, comprehensive

analyses have been conducted and many special cases are obtained.

4. The impact of the HWIs and channel estimation error when using LMMSE and LS

estimations on the system performance is investigated. The effects of the number of

training pilot symbols and the transmitted power on the mean squared error (MSE)

is studied. The MRC/MRT and ZFR/ZFT linear detectors/precoders are used at

the BS for receiving and transmitting. Using the zero-forcing (ZF) technique, the

inter-user interference (IUI) can be eliminated and considerable improvements in the

performance of the FD MU-MIMO compared to the MRC one can be achieved.
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5. Tow estimators of LMMSE and LS for the impaired FD MU-MIMO systems are

designed. It is shown that at high transmission power, there is an error floor in the

channel estimation, which depends on the hardware quality. On the other hand, this

estimation error tends to zero in the case of ideal hardware. Increasing the number

of pilots can eliminate the estimation error for both ideal and impaired systems.

1.3 Thesis Organization

The rest of the thesis is organized as follows:

In Chapter 2, some related background to the promising technology of FD communi-

cation system fundamentals and principles are introduced. Moreover, a brief introduction

about the different sources that cause HWIs in wireless communication systems such as

imperfect I/Q balance, imperfect local oscillator (LO) and non-linearities of the power am-

plifier (PAMP) is discussed. In addition, the used HWIs model and Nakagami-m fading

channel distribution are explained. Furthermore, the LMMSE and the LS estimations are

discussed. Finally, a literature review of the existing work is provided.

In Chapter 3, the effects of HWIs at all system end terminals on FD SISO wireless

communication systems is studied. First, the proposed work is introduced, where the FD

system and channel models are explained. Next, the transceiver HWI model is discussed.

Moreover, the performance analyses of FD UL/DL SEs are discussed in detail, where the

lower bounds of the average FD UL and DL SEs are obtained. In addition, an optimal power

allocation optimization problem that maximizes the average FD SE and EE considering

QoS and power budget constraints is formulated. Then, a novel algorithm to solve the

problem by using the fractional programming and KKT conditions technique is proposed.

Furthermore, the simulation results and discussion that validate the analytical frameworks

are provided. Finally, the study is summed up.

In Chapter 4, the impact of HWIs on FD MIMO wireless communication systems is

studied. First, some preliminaries and concepts are introduced. Next, the MIMO system

model is explained and the signal model under the HWIs model at the transmitter and
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receiver is discussed. Moreover, the system performance in the UL and DL scenarios are

presented, where the average FD SE in the presence of HWIs is derived. Additionally,

different power allocation optimization problems are formulated, such as maximizing (SE,

EE, max-min SE and max-min EE to fulfill the QoS and power budget constraints. Then,

these optimization problems are solved by utilizing advanced optimizing techniques which

result in proposing novel algorithms and developing a simplified version of the proposed

algorithm. Next, the analytical findings and the feasibility of the proposed algorithms are

verified by the simulation and the results are discussed. Finally, the chapter concludes with

the important findings.

In Chapter 5, the impact of the channel estimation error and HWIs on the performance

of MU-MIMO systems is studied. First, the system and channel models considering the non-

ideal transceivers are explained. Next, the channel estimation model when using LMMSE

and LS estimations is discussed. Then, the average FD UL and DL achievable sum rates

under HWIs and imperfect CSI are derived when using MRC/MRT and ZFR/ZFT linear

detectors/precoders. Moreover, many special cases are obtained. In addition, LMMSE and

LS estimators for the impaired FD MU-MIMO systems are designed. Next, the effects of

increasing the number of training pilot symbols and the transmitted power on the chan-

nel estimation error are discussed. Then, a computer simulation validates the analytical

derivations and the results are explained. Finally, a summary of the important results is

provided.

In Chapter 6, the essential results of our analyses and refer to some opportunities for

future research on this topic are summed up.
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Chapter 2

Preliminaries and Literature Review

This chapter gives a general idea about the fundamentals and principles of FD systems,

imperfect radio frequency (RF) components that cause HWIs, the used HWIs model,

Nakagami-m fading channel distribution and reviews the recent related works. Based on

this review, this chapter highlights the motivations and the contributions of our research

to fill in the gap by developing novel algorithms, providing mathematical frameworks and

new ideas related to FD systems.

2.1 Preliminaries

2.1.1 Full Duplex Communication System

FD is an emerging transmission technology of wireless communication systems. It is pro-

posed as a promising technology for future communication systems in terms of its capability

to double the SE and enhance the EE, but this is accompanied by a number of challenges

at all layers, starting from the antenna and circuit design to the development of theoretical

frameworks for wireless networks [28]. A cooperative FD MIMO scenario can achieve large

gains in SE and link reliability, thanks to the ability of the MIMO system in exploiting spa-

tial diversity with multiple antennas at the BS. Because the SE increases with the number

of antennas without the cost of increasing bandwidth or the transmit power [29–31].
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Figure 2.1: Full-duplex MU-MIMO communication system structure.

A general FD MU-MIMO communication system is illustrated in Fig. 2.1, that has

M transmit and M receive antennas at the BS that serves KUL and KDL users equipped

with one antenna for each. Due to the FD mode, in which the BS can transmit and

receive simultaneously over the entire time and bandwidth, SI exists at the BS which is

the interference from the transmit antenna array to the receive antenna array, where the

effects of the SI can be mitigated by employing interference cancellation. Herein, HSI ∈

CM×M is used to represent the residual SI channel matrix, whose entries can be modeled as

independent identical distributed (i.i.d) with each element following ∼ CN (0, σ2
SI) [14–19],

where z ∼ CN (0, σ2) is a complex Gaussian random variable with zero mean and σ2

variance. Moreover, σ2
SI represents the residual SI power. Similarly, the UL users cause

interference to the DL users called IUI, where HIUI ∈ CK×K represents the channel between

the set of UL and the DL users. Furthermore, the UL channel matrix from the K UL users

to the BS is denoted as HUL ∈ CM×K and the DL channel matrix from the BS to the K

DL users is denoted as HDL ∈ CM×K .

2.1.2 Spectral/Energy Efficiency and Power Allocation Methods

One of the main contributions of this thesis is to maximize the SE and EE, where the SE

can be defined as the average number of bits of information per complex-valued sample that
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can reliably transmit over the channel under consideration and it has a unit bit/s/Hz [1],

while the EE refers to the benefit-cost ratio, it is defined as the ratio of the transmitted

information bits to the total consumed energy and it has a unit bits/Joule. The dominant

key in this issue is how to appropriately allocate the UL and DL transmit powers to

minimize interference because the transmit power in wireless networks plays a vital role in

the management of interference, energy, and connectivity. This becomes more serious in

FD communications due to the existence of SI where the UL transmit power affects the DL

SE and the DL transmit power affects the UL SE. As such, in this work, power allocation

algorithms to find optimal values of the transmit power are proposed. However, there

are many methods were used in the literature for power allocation in wireless networks.

For example, authors in [32–34] studied power control with fixed signal-to-interference

ratio (SIR) where transmit power is the only variable, constrained by fixed target SIR,

and optimized to minimize the total power. The fixed SIR method to power control is

appropriate for low-traffic networks such as voice. However, for high-traffic networks, it is

difficult to set the target SIR to be attainable. So, the authors in [35–37] studied power

control with variable SIR. Another power control method is to spend more power and

increase rate as channel quality improves which is known as opportunistic power control

[38–40]. Finally, a comprehensive discussion about the power control algorithms in wireless

networks can be found in [41].

2.1.3 Hardware Impairments

The HWIs are present in practical wireless communication systems. Since the physical

transceiver implementations have many electrical devices and circuits and hence distort

the signals in different manners. Therefore, the transmitted signal will be distorted and

a mismatch between the intended signal and the actual transmitted signal has occurred.

For more illustration the imperfect RF components that cause HWIs are demonstrated in

Fig. 2.2. Where the real and imaginary parts of the original baseband complex signal x are

separated as I/Q signals then after some signal processing are up-converted to the desired

RF, in such way, x̃ is transmitted over the channel instead of x. During the transmission,
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Figure 2.2: The RF transmitter block diagram in the communication systems.

the signal is distorted in many stages due to imperfect hardware. Firstly, the intended signal

x is processed by digital-to-analog converter (DAC)s at the transmitter because a digital

signal needs to be converted to an analog one, or analog-to-digital converter (ADC)s at the

receiver, as such the signal is distorted due to sampling frequency offset and quantization

error because of adopting low-resolution ADCs, where the use of high-resolution ADCs can

cause excessive overhead and power consumption. After that, I/Q signals are filtered and

mixed with respective I/Q versions (90 degrees out of phase) of a LO. The LO frequency

is the carrier frequency fc of the RF signal.

Secondly, the signal is distorted by the imperfect I/Q mixer, LO and phase shifter that

is referred to as I/Q imbalance and phase noise. For example, a perfect LO is intended to

provide an exact 90 degrees phase shift between the I/Q branches along with equal gain.

However, due to the non-idealities of the LO, a phase imbalance between the I/Q branches

of the transmitter and/or receiver signals might be observed, because the provided phase

shift is not exactly 90 degrees. This also causes gain mismatch which is called amplitude

imbalance due to small variations between the amplitude of the I/Q branches of the signal

at the transmitter and/or receiver. This is illustrated in Fig. 2.2, where ϕ and g are the

phase difference and the gain mismatch between the I/Q branches, respectively. As it can

be seen in Fig. 2.2, the in-phase (I) signal is presented by cos (2πfct), and the quadrature-

phase (Q) signal is presented by g sin (2πfct+ ϕ). Consequently, the combined effect of

the gain and phase imbalances is referred to as I/Q imbalance since they are not identical
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and have different gains. As a result, I/Q imbalance can dramatically degrade the system’s

performance by altering the transmitted signal at the transmitter or distorting the received

signal at the receiver.

Finally, the PAMP at the transmitter and the low noise amplifier (LNA) at the re-

ceiver are essential components in the RF chain. In practice, they are designed to provide

maximum efficiency in the saturation region. However, they are the main sources of non-

linear distortion in the communication systems. Practically, when the PAMP operates in

its nonlinear region, amplitude and phase distortions occur on the transmitted signal. A

non-linear distortion of the PAMP is generally characterized by amplitude-to-amplitude

and amplitude-to-phase distortion functions [22, 42, 43]. As such, x̃ becomes the final RF

signal to be transmitted.

Hardware Impairment Model

Wireless communication channels are commonly modeled as linear filters that take an ana-

log input signal from the transmitter and generate an output signal with distortion, which

is measured at the receiver in the presence of additive white Gaussian noise (AWGN). For

example, when the power amplifier in the transmitter works in the saturation region, it

provides less amplification gain to stronger input signals which means it does not have a

linear amplification. On the other hand, at the receiver side, the finite-resolution quanti-

zation in ADC causes another non-linear operation, which is additionally destructive and

cannot be undone. These imperfect operations represent the HWIs. Fig. 2.3 illustrates

an analog channel without and with HWIs [1]. At the transmitter side, the output of the

non-ideal hardware which represents the HWIs is modeled as additive distortion noise as

follows [1, 44]

x̃ =
√

Pκt x+ ηt, (2.1)

where the actual transmitted signal is x̃ rather than the designated signal x which satisfies

E{|x|2} = 1, the transmitted power is P , the transmitter’s HWI factor is κt ∈ (0, 1]

and the complex transmitter additive distortion noise is ηt ∼ CN (0, (1 − κt)P ) which is

independent of x. The distortion power is therefore proportional to the input power P , with
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Figure 2.3: A communication system model (a) with HWIs and (b) without considering

HWIs [1].

the proportionality constant (1−κt). This makes the additive distortion term different from

the conventional AWGN noise at the receiver, which is independent of the input power.

When operating at high signal-to-noise ratio (SNR) regime, where the noise is negligible,

the distortion becomes a main limiting factor for the performance. Similarly, the impaired

signal at the receiver can be given as

y =
√

Pκrκt h x︸ ︷︷ ︸
Desired signal

+
√
κr h ηt + ηr︸ ︷︷ ︸

Distortion noise

+ w︸︷︷︸
AWGN

, (2.2)

where h is the complex channel gain between the transmitter and the receiver, the receiver’s

HWI factor is κr ∈ (0, 1], the complex receiver additive distortion noise is ηr ∼ CN
(
0, (1−

κr)P |h|2
)
, and the AWGN is w ∼ CN (0, σ2

w). Hence, the distortion power is proportional

to the input power P . In the case of perfect hardware, κr = κt = 1, ηr = ηt = 0 and x̃ = x.

It is notable that the HWI factor κt is the proportionality coefficient that defines the

level of HWIs and it is associated with the error vector magnitude (EVM). The EVM is a

common metric for measuring the distortion level in practical transceiver hardware. It is

defined as the square root of the ratio of the average distortion power to the average signal

power [45]. Additionally, the transmitted signal (modulation) quality is connected with

EVM, which means, to ensure sufficiently high quality of the transmitted signal, specific
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Table 2.1: EVM requirements

Modulation scheme Required EVM HWI factor κt

QPSK 17.5 % 0.970

16QAM 12.5 % 0.984

64QAM 8 % 0.994

256QAM 3.5 % 0.999

EVM requirements should be met [46]. For the transmitted signal x in model (2.1), EVM

can be expressed as [1]

EVM =

√
E{ηt}

PE{|x|2}
=

√
(1− κt)P

P
=

√
1− κt. (2.3)

Table 2.1 [45–47] alongside the relationship in (2.3) show that the quality of the transmitted

signal directly relies on the hardware quality. For example, the long-term evolution (LTE)

standard requires EVM ≤ 0.08 in the transmitter hardware if 64-quadrature amplitude

modulation (64-QAM) should be supported. This corresponds to κt = 1− EVM 2 ≥ 0.994.

If the transmitter should only support quadrature phase-shift keying (QPSK), then LTE

only requires EVM ≤ 0.175 and this corresponds to κt ≥ 0.97 [45, 46]. While practical

LTE transceivers typically support 64-QAM, EVMs larger than 0.08 are of interest to FD

MIMO since they can relax the hardware design constraints. The EVM is one of the key

metrics that are specified on the data sheets of RF transceivers.

2.2 Channel Models

Wireless communication systems are built on randomness because the transmitted signal

propagates in all directions and travels in different paths before it arrives at the destina-

tion. As a result, there are many challenges facing the wireless channel as a medium for

reliable communication. For example, the fading phenomenon occurs because multi copies

of the transmitted signal arrive at the receiver side at different times and face different at-

tenuation levels. Moreover, path loss and shadowing are other characteristics that degrade
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the transmitted signal because of the distance and the obstacles between the source and

the destination. Since the emergence of wireless communication systems, the statistical

modeling of fading channels has gained a remarkable interest [27, 48–57].

2.2.1 Nakagami-m Fading Channel Distribution

The Nakagami-m distribution, also called Nakagami distribution, first appeared in 1960

[49]. It is one of the most common probability distributions for modeling real-world appli-

cations including modeling wireless signal and radio wave propagation. Extensive empirical

measurements showed that this distribution is appropriate for modeling the radio signals

and it fits the empirical multipath fading measurements better than the other fading mod-

els [27, 48]. It has a probability density function formula as

f(x;m,Ω) =
2mm

Γ(m)Ωm
x2m−1 exp

(
−m

Ω
x2
)

x ≥ 0, (2.4)

where Γ(·) is the Gamma function. m ≥ 1/2 is shape parameter and Ω > 0 is spread

parameter are given as m =
(E [X2])

2

Var [X2]
, and Ω = E

[
X2
]
.

It is worth mentioning that, the Nakagami-m distribution is flexible and includes several

distributions as special cases. For example, it contains the Rayleigh distribution when

m = 1 and the scaled Chi distribution when 2m = k. Also, the half-Normal distribution can

be obtained when m = 0.5. Moreover, the Nakagami-m distribution very well approximates

the Ricean distribution [58].

2.2.2 Rayleigh Fading Channel Distribution

The Rayleigh distribution is a common used model to represent multipath fading channels

with no direct line-of-sight (LOS) path and it is referred to as fast fading [58]. As it is men-

tioned earlier, the Rayleigh distribution can be obtained from the Nakagami-m distribution

by setting m=1. It has a probability density function formula as

f(x) =
x

σ2
exp

(
− x2

2σ2

)
x ≥ 0, (2.5)

where σ is the scale parameter of the distribution.

17



2.2.3 Ricean Fading Channel Distribution

In the Ricean distribution, the fast fading channel realizations can be modeled as a sum

of two components: The deterministic component corresponds to the LOS signal and the

Rayleigh distribution of the scattered signal. The Rician parameter Kric represents the

ratio of the LOS component power to the Rayleigh-distributed component power. The

fading channel is given as in [13,59,60]

h =

√
Kric

Kric + 1
h̄+

√
1

Kric + 1
hray, (2.6)

where h̄ = [1, e−j 2πd
λ

sin(θ), · · · , e−j(M−1) 2πd
λ

sin(θ)], is the LOS channel component, and hray ∼

CN (0, IM) is the diffused channel component. Here d is the antenna spacing, λ is the

wavelength, and θ is the arrival angle. Note that when Kric = 0, the Ricean channel has

only the Rayleigh distribution of the scattered signal. When Kric → inf, the Ricean channel

has only LOS component channel. It has a probability density function formula as [61]

f(x) =
1

2σ2
exp

(
−x2 + v2

2σ2

)
I0

{xv
σ2

}
x ≥ 0, (2.7)

where v2 is the average power of the LOS component, σ2 is the power in the scattered

component, I0(v) is the modified Bessel function of the first kind.

2.3 Channel Estimation

In general, the estimation aims to obtain an approximate value of an unknown variable

based on some observations. In practical MU-MIMO wireless communication systems, the

receiver side does not know the channel matrix H, and channel estimation techniques are

used to obtain the estimated channel matrix Ĥ. In the presence of an estimation error, the

following fact [62–68] can be used

H = Ĥ + He , (2.8)

where He is the channel estimation error matrix. In each coherence block, there are samples

reserved for UL training pilot symbols. Each user uses a certain pilot sequence. The BS has
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knowledge about these samples and knows which pilot sequence each user transmits. As

such, the BS can estimate the channels of the users. So the pilots should be deterministic

sequences and the pilot assignment is normally made when the user connects to the BS.

Channel estimates from interfering users in other cells can also be exploited to conduct

interference cancellation during data transmission.

Pilot contamination: For the most reasonable estimate, different UEs in the entire

network would transmit mutually orthogonal training pilot symbols. However, practically

it is not possible because of the limited size channel coherence interval and it is necessary

to reuse pilot sequences across cells. A good solution is to maintain intra-cell orthogonality

among training pilots of different users in the same cell, but not inter-cell orthogonality

among the training pilots of users in other cells. As a result, inter-cell non-orthogonality

leads to a phenomenon known as pilot contamination, thereby increasing the MSE and

reducing the accuracy of the channel estimation. To overcome the pilot contamination

issue, many algorithms have been proposed. For example, it was shown that optimizing

and scheduling pilot transmission can mitigate the impact of pilot contamination [69–72].

The most common efficient estimator known as LMMSE which estimates the channel

based on the observations and utilizes the channel statistics. It depends on the first-order

moments and the second-order moments of the unknown variable and the observation. It

is relatively easy to estimate these moments, resulting in making the LMMSE estimator

particularly appropriate for practical implementations. On the other hand, it is difficult

to estimate the full probability density function (PDF) of the unknown variable and the

observation because it might follow an unknown distribution. A simpler estimator known

as LS does not require prior statistical information and can be used when these statistics

are unknown [73, 74]. Further details and explanations about the estimation of unknown

variables can be found in [75]. In FDD-based massive MIMO systems, channel estimation

is challenging because the number of antennas at the BS is much higher than the number

of users that requires a large number of training pilots and causes feedback overhead. More

details about the channel estimation in TDD and FDD-based massive MIMO systems can

be found in [76]. The key factors that determine the accuracy of the estimated channel are

the transmit power, the number of training pilots and the hardware quality [77]. Section
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5.3 discusses how the BS carries out the channel estimation by utilizing the UL pilot

transmission.

2.4 Literature Review

FD communication has a lot of attention as a potential key to enhance the SE and EE

[13, 14, 17–19, 78–92]. The main challenge in implementing FD systems is the SI. As such,

the received signal at the BS is extremely affected by the DL transmit power of the BS. To

overcome the SI, considerable work has been conducted to tackle the SI suppression and

cancellation. For example, the authors in [93] showed that the SI can be mitigated using

passive suppression. Furthermore, analog and digital SI cancellation are studied in [94],

where the study concluded that a combination of antenna cancellation, RF interference

cancellation and digital interference cancellation can reduce the SI to within a few dB of

the noise floor. In addition, the authors in [21] investigated the potential FD techniques

including passive suppression, active analog cancellation, and active digital cancellation.

In [79, 90], the authors have studied FD relaying system scenarios, where in [79] the

achievable data rate and EE of FD relaying system are discussed. In such a system, the

transmission between the source and the destination takes place through an intermediary

device that can either be a FD relay or reconfigurable intelligent surfaces (RIS). The results

showed that the FD relaying system outperforms the RIS system. However, the study has

been done under perfect CSI and ideal transceivers. In [80, 81], the authors recently have

studied the EE maximization problem for FD RIS assisted systems, and proposed a new

simultaneous transmission and reflection reconfigurable intelligent surface (STAR-RIS) to

maximize EE by jointly optimizing the transmit power of the BS and the UL user and

the passive beamforming at the STAR-RIS aided FD communication systems. In [83], the

effect of HWIs on RIS-assisted FD MIMO communication systems has been studied by

considering them in terms of additive errors and a channel estimation method is proposed

to estimate all CSI. In [84], the impact of imperfect CSI and discrete phase-shift design on

the performance of FD two-way RIS-assisted communication systems have been discussed.

It was shown that at high transit power regions, imperfect CSI leads to the performance
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floor and better CSI estimation improves the system performance as well as increasing the

number of RIS’s elements.

In [82], a unified framework for FD cellular networks with low-resolution ADCs/DACs

was provided and analytical expressions for the signal-to-quantization-plus-interference-

plus-noise ratio (SQINR) and SE were obtained. It was shown that there are rate losses

due to the quantization error, SI, and IUI. However, using high-resolution ADCs/DACs and

a large number of BS antennas can compensate for the rate loss. Furthermore, the authors

in [95] studied the SE of FD cell-free massive MIMO system with low-resolution ADCs

at the BSs and DL users. The results of this work showed that increasing the number of

receiving antennas at the BSs can compensate for the UL SE loss due to the quantization

noise. On the other hand, the DL SE loss could not be compensated by increasing the

number of transmit antennas because the desired signal and the quantization noise are both

quadratic and grow at the same rate as the number of transmit antennas. The authors

of [78] also have studied the SE/EE of the FD cell-free massive MIMO with low-resolution

ADCs. Their results showed that the UL SE is degraded by the increase in DL power,

whereas the growth in UL power deteriorates the DL SE. The impact of the residual SI

and the interference are worsened by the low-resolution ADCs.

In [13], the achievable rate and BS EE of FD massive MIMO systems with low-resolution

ADCs/DACs over Rician fading channels have been studied using the linear maximum ratio

combining/maximum ratio transmission (MRC/MRT) processing at the BS. It was shown

that adding more BS antennas can compensate the achievable rate loss due to the low-

resolution ADCs/DACs, SI and IUI. Furthermore, the trade-off between the achievable

rate and the EE of the BS leads to a significant improvement in the EE of BS by small

sacrificing the achievable rate of the FD system. In [14], the achievable rate of a multi-pair

massive MIMO relaying system with a mixed-ADCs/DACs architecture was investigated.

Furthermore, EE was obtained to study the trade-off between the achievable rate and power

consumption for different numbers of low-resolution ADCs/DACs. The results revealed that

the transmit power can be scaled down inversely proportional to the number of antennas at

the relay when using a power scaling law, beside that a significant reduction in the power

consumption and hardware cost for massive MIMO systems can be achieved by deploying

21



a large antenna array to enable the mixed ADCs/DACs architecture.

In [17], it was shown that the sum-rate of a heterogeneous network is degraded due

to the quantization noise (QN) when using low resolution ADCs/DACs and this system

performance loss due to QN and SI is effectively compensated by increasing the number of

receive antennas at the BS. In [18], the achievable rates for UL and DL with perfect CSI of

FD massive MIMO system have been investigated in which low-resolution ADCs/DACs are

considered and MRC/MRT processing are used, their results agree with the finding in [17],

in which the quantization error of the low-resolution ADCs/DACs and SI cause a loss of

system performance. However, deploying more antennas and using a proper power scaling

law can eliminate the interference and noise, and compensate the performance degradation,

so it is reasonable to employ low-resolution ADCs/DACs in FD massive MIMO systems.

In [19, 89] power allocation methods in the FD multi-user MIMO systems have been

studied, where in [19] power allocation (PA) scenarios are proposed to maximize the EE

and the sum SE with the constraint of maximum powers at the BS and users. It was

shown that the multi-user FD massive MIMO system outperforms the HD by using the

PA scheme. Additionally, the effect of the SI and multi user interference can be cancelled

by deploying a large number of antennas at the BS and applying the law of power scaling.

In [85], the achievable rate of FD massive MIMO relay system over Rician fading channels

was investigated. It was shown that the SI can be effectively cancelled by ZF processing

at the decode-and-forward relay when the number of antennas increased to infinity. In [96]

the UL and DL achievable rate of FD MIMO systems over Rician fading channels based on

MRC/MRT and zero-forcing reception/zero-forcing transmission (ZFR/ZFT) processing

under perfect CSI, the finding showed that for a large number of BS antennas, the power

scaling law can be used and eliminate the multi-user interference and SI.

In [97] the ergodic achievable rates for the case of linear precoders and receivers of a

multi-cell MU-MIMO FD system was studied and it was shown that the SI can be signif-

icantly removed by increasing the number of BS antennas and achieve spectral efficiency

gain. In [98] joint communication of FD and sensing/radar systems is discussed and the

challenges are investigated. FD hybrid AP is studied in [99], where the AP transmits to a
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set of cellular users in the DL channel while receiving signals from a set of communication

devices such as user equipment in the UL channel. This study calculated the approxi-

mate and asymptotic achievable rates, maximizing the DL sum-rate of cellular users while

ensuring that the UL sum-rate of the other users is above a fixed threshold.

To emphasize the potential of FD communication systems, many researchers combined

different communication techniques with FD systems [100–107]. Recently, the authors

in [100] investigated the effect of multiple intelligent reflecting surfaces (IRS)s on the per-

formance of multi-user FD communication. The study concluded that, in FD communica-

tion, using multiple distributed IRSs is more efficient than using a single centralized IRS.

However, this study provided a sub-optimal algorithm based on an iterative optimization

approach considering only constraints on the BS power budget and UL users. The study

also obtained the instantaneous achievable transmission rate, not the average one, making

it challenging, especially when using a large number of reflectors in the IRSs. The works

in [86, 101, 106, 107] studied a cooperative FD NOMA scenario. Where the work in [101]

obtained approximate expressions for the outage probability (OP) and the ergodic rate of

the FD cooperative NOMA, which outperforms the HD one. The authors in [102] stud-

ied the effect of HWIs on the OPs and ergodic capacities of both one-way and two-way

amplify-and-forward (AF) FD relaying systems. The authors concluded that, due to the

HWIs and SI, the OP and ergodic capacity saturated in the high SNR region. Similarly,

the work in [103] investigated the performance of the FD decode-and-forward (DF) two-

way relay, confirming the non-negligible effect of HWIs on the system performance. The

authors in [104] obtained the SE of impaired multi-pair two-way FD massive MIMO relay.

The authors in [105] provided a comprehensive study about massive MIMO DF and

AF FD relaying systems. The work obtained the lower bounds of the system SEs with

MRC/MRT and ZF, all while considering imperfect channel-state information and HWIs.

This work concluded that to implement low-cost massive MIMO FD relaying systems,

high-quality hardware at the sources and destinations is preferable over the relay, in case

of small loop interference. On the other hand, the hardware qualities at the sources,

destinations, and relay have the same effects on the system performance in the case of high

loop interference. However, the works in [101–105] focused on the performance analyses and
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did not study the EE nor did they pursue any power allocation optimization to maximize

the SE.

Moreover, It is well-known that the presence of HWIs limits the system performance.

For example, it has been shown that I/Q imbalance affects the system performance, and this

effect is maximized in the case of imperfect CSI [23]. The authors in [108,109] discussed the

impacts of the phase noise (PN) and I/Q imbalance on multi-carrier communication sys-

tems. They concluded that these physical impairments extremely degrade the performance

of the system and proposed an algorithm to compensate for these two impairments.

The authors in [24] studied the effect of HWIs on large intelligent surfaces (LIS)-Aided

systems, and it was proven that the HWIs limit the spectrum and energy efficiencies of the

system even when the number of transmit antennas and LIS reflectors grow infinitely large.

This study was done under the assumption of a deterministic channel. In [110], the authors

studied the performance of reconfigurable intelligent surface space-shift keying (RIS-SSK)

communication system in the presence of HWIs. The study concluded that negative ef-

fects of modeling the HWIs are observed for robust RIS-SSK system implementation. The

work in [111] showed that the HWIs can significantly decrease the capacity of LIS-Aided

communication systems. The authors in [22] studied the impact of the nonlinearity of

high-power amplifier (HPA)s on MIMO communication systems and they proposed a com-

pensation method for HPAs nonlinearity in the cases with and without knowledge of the

HPAs parameters at the transmitter and receiver.

The existing literature generally studies cases of FD massive MIMO relay systems and

plentiful papers focused on investigating FD massive MIMO systems with low-resolution

ADCs/DACs. Power allocation optimization algorithms were proposed. Moreover, most of

the work used the law of large number in the analysis which simplifies the mathematical

manipulations. Based on this review, our research objectives aimed to fill the gap in the

literature as illustrated in Section 1.1. For example, each RF component has its own model

and can be considered when studying this certain RF component. As such the non-ideal

behaviour of each component can be modeled in detail for the purpose of designing compen-

sation algorithms, but even after compensation, there remain residual transceiver impair-

24



ments due to insufficient modeling accuracy, imperfect estimation of model parameters, and

time-varying characteristics induced by noise. However, this work considers a general model

of the residual impairments which are the aggregate noise that is left after properly com-

pensating rather than considering a specific model such as ADCs/DACs [5, 13–18, 78, 95].

In addition, different from the literature, this work studies the FD MU-MIMO system con-

sidering practical conditions such as non-ideal transceivers at all system terminals (i.e., DL

users, UL users, transmit and receive antenna array at the BS), channel estimation errors,

SI, the interference between the UL and DL users, the interference among the UL users

as well as the interference among the DL users themselves. As a result, comprehensive

mathematical manipulations and calculations are conducted during the analysis, where

mathematical frameworks for the lower bounds of the average FD DL/UL SE under the

joint effects of these conditions are derived. Moreover, this work designs LMMSE and LS

estimators for the impaired FD MU-MIMO system. It shows that due to HWIs, there is

an error floor in the channel estimation, the hardware quality affects the error level and

increasing the transmit power will not eliminate the estimation error. On the other hand,

in the case of ideal hardware, this estimation error can be completely eliminated by in-

creasing the transmit power. Interestingly, increasing the number of pilots can eliminate

the estimation error for both ideal and impaired systems. Finally, this work proposes novel

algorithms to optimize the UL and DL transmit power to maximize the SE and EE with

less complexity.
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Chapter 3

Energy Efficiency and Power Allocation

Optimization in Hardware-Impaired

Full-Duplex Access Point

3.1 Introduction and Related Works

It is obvious that technology, and especially connectivity, increasingly supports many

aspects of our everyday lives. As a result, there has been considerable growth in wire-

less services that require higher data rates, lower latency, and more reliable communica-

tions. Such growth will obviously accompany ubiquitous demands of high SE and EE,

which present themselves as the main challenges for the upcoming generations of wire-

less communications and networks. These are considerable challenges because the amount

of available spectrum is limited. In order to meet these requirements, immense research

has been carried out to develop new wireless technologies. However, network energy con-

sumption and hardware cost remain critical issues in practical systems and being able to

find spectrum and energy-efficient techniques with low hardware costs remains an attended

challenge [112,113].

FD communication has emerged as a promising technique that aims to enhance both SE

and EE in wireless communication networks in a cost-effective manner [12–14,18,19]. In FD
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communication, SE can be theoretically doubled compared with conventional HD systems,

since the FD devices have the ability to transmit and receive all the time throughout

the entire bandwidth. However, the major challenges here are the SI which can have an

extreme impact on the UL received signal at the AP, and the IUI which can affect the DL

received signal at the user [20,114]. It was also pointed out that one of the most important

open issues related to FD technology is to propose cost-efficient solutions with low energy

consumption [114]. This can be achieved by using the proper power allocation algorithm

to reduce the effects of SI and IUI. At the same time, the estimation accuracy of the SI

channel is a game player in the SI cancellation. In theory, perfect channel estimation can

successfully mitigate the SI. However, the presence of HWIs affects the estimation accuracy

which implies imperfect SI mitigation. This is a good reason to study the HWIs in the

FD systems [114,115]. Modern digital communication systems require considerable digital

signal processing and advanced analog circuitry. At the same time, the signal is subject to

many sources of impairments at the transceivers such as analog imperfectness, phase noise,

in-phase/quadrature-phase imbalance, power amplifier non-linearities, etc. Hence, HWIs

can dramatically degrade the communication system’s performance [14,18,95,111,116].

A power allocation algorithm that maximizes the achievable SE was proposed in [12].

In this work, the channel between the UL and DL users was estimated, and then used to

cancel the IUI. It also concluded that a remarkable SE gain was obtained and FD always

outperforms the HD and the FD systems without using the channel estimation protocol.

However, this study did not consider different levels of SI which is the main challenge of

FD systems. Moreover, the EE of the RIS assisted FD system was optimized in [117],

where the transmit power and the RIS phase shifts matrix were optimized iteratively. It

was shown that the FD system achieved double EE and SE performance compared to the

HD system. However, this study did not consider any QoS constraints or different levels of

SI. Although the works in [12,19,117] have shown interesting results, they have been done

assuming ideal hardware conditions. Different from the current works, and motivated by

the importance of this topic, the contribution of this chapter can be summarized as

• Derives lower bounds of the average FD DL and UL SE when all system end terminals
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are under the effect of HWIs.

• Formulates a power allocation optimization problem that maximizes the average FD

SE and EE considering QoS and power budget constraints. Then, a sub-optimal

solution is obtained by utilizing both the fractional programming theory and the

Karush–Kuhn–Tucker (KKT) conditions.

• Studies the effect of HWIs at all system end terminals (i.e., at the AP, the UL user,

and the DL user).

• Models all fading channels as Nakagami-m distribution which represents a more gen-

eral model where some other channel models (such as Rayleigh, Weibull and Chi-

squared distributions) can be considered as special cases. Moreover, Nakagami-m

fits better than the other distributions for fading channels [27]. Furthermore, the

channels’ statistics are utilized rather than the instantaneous channels’ states which

reduce the system’s complexity.

The rest of the chapter is structured as follows: The signal and system models are

illustrated in Section 3.2. Performance analyses are provided and explained in Section 3.3.

Next, power allocation optimization is presented in Section 3.4. After that, simulation

results are discussed in Section 3.5. Finally, the work is concluded in Section 3.6.

3.2 System and Signal Models

This work considers the FD system model as in [12]. The AP is equipped with a single

transmit and single receive antenna, and serves a single DL and single UL user, with

each having a single HD antenna. hu and hd represent the UL channel between the UL

user and AP, and the DL channel between the AP and DL user, respectively. Also, hI

represents the IUI channel between the UL and DL users, and hs represents the residual

SI channel between the AP’s transmit and receive antennas. All channels are assumed

to be independent and identically distributed (i.i.d) Nakagami-m fading channels with mi

shape parameter and Ωi scale parameter, where i ∈ {u, d, s, I}. In literature, the residual

28



SI channel is modeled by Rayleigh distribution [12–14, 18]. Moreover, [118] modeled the

SI as Rician distribution with a large K-factor because it has a strong LOS component

before the active cancellation. Then, the experiments showed that the analog cancellation

attenuated the strong LOS component of the SI channel and the residual SI channel follows

a Rician distribution with a small K-factor or a Rayleigh distribution [12,118]. It was also

shown in [119] that a Rician distribution is well approximated by Nakagami-m. In addition,

Nakagami-m fits better than Rayleigh distribution for fading channel [27] which makes it

more tractable in the analysis.

3.3 System Performance Analysis

This section discusses the DL/UL SE performance of the FD SISO systems under the

effects of HWIs and assuming Nakagami-m fading channels. It also studies the HD SISO

system for a better understanding of the FD system and gets more insightful analyses. The

residual impairments that are left after properly compensating the impaired signals at the

transmitter and receiver, can be modeled as independent additive complex Gaussian noise

with a zero mean and variance proportionate to the average signal power [1]. Considering

the transceiver HWI model in (2.1) and (2.2), the actual transmitted signal over the channel

becomes the impaired signal rather than the designated one, and the received signal of the

impaired transceiver will be distorted by the non-idealities.

3.3.1 Full Duplex Downlink Spectral Efficiency under HWIs

Considering the FD DL scenario. The AP is supposed to transmit the intended signal

xd ∼ CN (0, 1) to the DL user. However, this signal is distorted by the HWIs at the AP,

and then the received signal can be presented as

rd =
√

PdκdκAP
t hdxd︸ ︷︷ ︸

Desired signal

+
√
PuκdκuhIxu︸ ︷︷ ︸

IUI signal

+
√
κdhdη

t
AP +

√
κdhIηu + ηd︸ ︷︷ ︸

Distortion noise

+ nd︸︷︷︸
AWGN

, (3.1)

where Pd and Pu are the transmitted powers at the AP and UL user. xu ∼ CN (0, 1)

is the transmitted signal of the UL user and nd ∼ CN (0, σ2
d) is AWGN at the DL user.
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κu, κd and κAP
t are the HWI factors at the UL, DL users’ antenna and AP’s transmit

antenna, and ηu ∼ CN (0, (1− κu)Pu), ηd ∼ CN
(
0, (1− κd)(Pu |hI |2 + Pd |hd|2)

)
and ηtAP ∼

CN
(
0, (1− κAP

t )Pd

)
are the hardware additive distortion noises at the UL, DL users and

the AP’s transmit antenna, respectively. Consequently, the received signal-to-interference-

plus-noise ratio (SINR) γd can be expressed as

γd =
Pdκ

dκAP
t |hd|2

Pu |hI |2 + (1− κdκAP
t )Pd |hd|2 + σ2

d

. (3.2)

Now, using Jensen’s inequality, the average DL SE can be lower bounded as [1, 4]

R̄d = E {log2 (1 + γd)} ≥ log2

(
1 +

(
E
{

1

γd

})−1
)
, (3.3)

where E{·} is the statistical expectation. Considering that hd and hI are independent, the

term E
{

1
γd

}
can be calculated as

E
{

1

γd

}
=E

{
Pu|hI |2

PdκdκAP
t

+
σ2
d

PdκdκAP
t

}
E
{

1

|hd|2

}
+

1− κdκAP
t

κdκAP
t

. (3.4)

Assuming Nakagami-m fading, and using the fact that E
{

1
|hd|2

}
= md

(md−1)Ωd
and E {|hI |2} =

ΩI , where md > 1 is the shape parameter and Ωd, ΩI are the scale parameters of the

Nakagami-m distribution [120, eq. 5], hence E
{

1
γd

}
can be given as

E
{

1

γd

}
=

md

md − 1

PuΩI + σ2
d

PdκdκAP
t Ωd

+
(1− κdκAP

t )

κdκAP
t

. (3.5)

By substituting (3.5) in (3.3), the lower bound of the average FD DL SE can be given as

R̄d ≥ log2

1 +
PdΩd

md

md−1

PuΩI+σ2
d

κdκAP
t

+
Pd(1−κdκAP

t )Ωd

κdκAP
t

 . (3.6)

It is worth mentioning that for a fixed UL power Pu, with Pd growing boundlessly, (3.6)

can be bounded as

lim
Pd→∞

R̄d ≥ log2

(
1

1− κdκAP
t

)
. (3.7)

3.3.2 Full Duplex Uplink Spectral Efficiency under HWIs

Considering the FD UL scenario, the intended transmitted signal of the user xu ∼ CN (0, 1)

is distorted by the HWIs. Then, following the same steps in the DL case, the average UL
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SE can be lower bounded as

R̄u ≥ log2

(
1 +

PuΩu

mu

mu−1
PdΩs+σ2

u

κuκAP
r

+ Pu(1−κuκAP
r )Ωu

κuκAP
r

)
, (3.8)

where κAP
r is the HWI factor at the AP’s receive antenna, σ2

u is the variance of AWGN at

the AP’s receive antenna, and Ωs is the scale parameter of the Nakagami-m distribution

of the SI channel. It is worth mentioning that for a fixed DL power Pd, with Pu growing

boundlessly, (3.8) can be bounded as

lim
Pu→∞

R̄u ≥ log2

(
1

1− κuκAP
r

)
. (3.9)

Remark: as Pd and Pu grow without bound, R̄d and R̄u are upper bounded as

R̄d ≥
{

lim
Pd,Pu→∞

R̄d = log2

( md

md−1
ΩI + Ωd

md

md−1
ΩI + Ωd(1− κdκAP

t )

)}
. (3.10)

R̄u ≥
{

lim
Pd,Pu→∞

R̄u = log2

( mu

mu−1
Ωs + Ωu

mu

mu−1
Ωs + Ωu(1− κuκAP

r )

)}
. (3.11)

As demonstrated by this remark, the performance degradation in the FD system is accu-

mulated by the SI, IUI, and HWIs. However, when fixing the transmit power of the AP

and increasing the UL user power to approach a very large value, the system performance

is only upper bounded by the HWI levels as shown in (3.7). The same is valid when fixing

the UL user transmit power and increasing the transmit power of the AP to approach a

very large value, as shown in (3.9). This happens because the HWIs force the system into

an interference-limited regime, where no more SE performance gain can be obtained. This

regime appears when cellular networks regularly operate these days. So, it emphasizes that

studying the HWIs in the FD system is crucial.

To have a complete view of the effect of the HWIs on the FD system, the HD system is

studied which can be used as a benchmark to compare and demonstrate the feasibility of

the FD systems. Considering the DL scenario and assuming the absence of the IUI. From,

(3.6) and neglecting the IUI, by setting ΩI = 0, the average lower bound HD DL SE can

be obtained. Similar to the HD DL scenario, when neglecting the SI by setting Ωs = 0, the

average lower bound HD UL SE can be obtained from (3.8).
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3.4 Power Allocation Optimization

As explained before, the major challenges in FD systems are the SI, IUI and HWIs. To

tackle these challenges, a power allocation optimization problem to maximize the average

SE and EE by optimizing the UL and DL transmit power is formulated. This optimization

considers the HWIs, power budget and QoS constraints. A novel algorithm to solve the

problem by using the fractional programming and KKT conditions technique is proposed.

As the EE refers to the benefit-cost ratio, it is defined as the ratio of the transmitted

information bits to the total consumed energy. Hence, the EE optimization problem can

be formulated as

OP1 : max
Pd,Pu

E =
R̄d (Pd, Pu) + R̄u (Pd, Pu)

Pd + Pu + Pc

(3.12a)

Subject to: C1 : R̄d (Pd, Pu) ≥ Rd
th (3.12b)

C2 : R̄u (Pd, Pu) ≥ Ru
th (3.12c)

C3 : 0 ≤ Pd ≤ Pmax
d (3.12d)

C4 : 0 ≤ Pu ≤ Pmax
u , (3.12e)

where Pc is the total power consumption in all circuit blocks, including the process to

achieve a certain level of SI cancellation, Pmax
d and Pmax

u are the maximum power of the

AP and UL user, R̄d (Pd, Pu) and R̄u (Pd, Pu) are defined in (3.6) and (3.8), and Rd
th, Ru

th are

the minimum SE requirements. The constraints C1 and C2 guarantee that the achievable

SEs must satisfy Rd
th and Ru

th, and the constraints C3 and C4 limit the power allocation

to the defined budget. The optimization problem in (3.12) is a non-concave problem due

to non-concavity of the objective function. As a result, obtaining an optimal solution is

quite difficult. Fortunately, the fractional non-concave optimization problem in (3.12) can

be transformed to an equivalent parametric optimization problem using the Dinkelbach

approach [121].
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Using this transformation, the new optimization problem can be reformulated in a form

with its numerator and denominator decoupled as

OP2 : max
Pd,Pu

F = R̄d (Pd, Pu) + R̄u (Pd, Pu)− q(Pd + Pu + Pc) (3.13a)

Subject to: C1− C4, (3.13b)

where q is a non-negative constant. It was proved in [121] that P ∗
d and P ∗

u are optimal for

(3.12) if and only if they are optimal for (3.13) for any q = q∗. Note that these results are

correct without placing any convexity condition on (3.12). The parameter q is iteratively

updated by

q(k+1) =
R̄d

(
P

(k)
d , P

(k)
u

)
+ R̄u

(
P

(k)
d , P

(k)
u

)
P

(k)
d + P

(k)
u + Pc

, (3.14)

where k is the iteration index, q(1) is the initial value (e.g. q(1) = 0), and (P
(k)
d , P

(k)
u ) are the

power values obtained from the first iteration. It was proved in [121] that the convergence

is guaranteed by alternatively updating q using (3.14) and solving for Pd and Pu in (3.13).

The sub-optimal solution can be obtained, by solving (3.13) using the KKT conditions

technique. Consequently, the related Lagrangian function can be given as

L (Pd, Pu) =−
(
R̄d (Pd, Pu) + R̄u (Pd, Pu)− q(Pd + Pu + Pc)

)
− λ1

(
R̄d (Pd, Pu)−Rd

th

)
− λ2 (P

max
d − Pd)− λ3

(
R̄u (Pd, Pu)−Ru

th

)
− λ4 (P

max
u − Pu) , (3.15)

where each Lagrange multiplier is given by λi ≥ 0,∀i ∈ {1, 2, 3, 4}.
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Now, the KKT conditions can be written as [122].

∂L (P ∗
d , P

∗
u )

∂Pd

= 0, (3.16a)

∂L (P ∗
d , P

∗
u )

∂Pu

= 0, (3.16b)

λ∗
1

(
R̄d (P

∗
d , P

∗
u )−Rd

th

)
= 0, (3.16c)

λ∗
2 (P

max
d − P ∗

d ) = 0, (3.16d)

λ∗
3

(
R̄u (P

∗
d , P

∗
u )−Ru

th

)
= 0, (3.16e)

λ∗
4 (P

max
u − P ∗

u ) = 0, (3.16f)

R̄d (P
∗
d , P

∗
u )−Rd

th ≥ 0, (3.16g)

(Pmax
d − P ∗

d ) ≥ 0, (3.16h)

R̄u (P
∗
d , P

∗
u )−Ru

th ≥ 0, (3.16i)

(Pmax
u − P ∗

u ) ≥ 0, (3.16j)

λ∗
i ≥ 0 ∀i ∈ {1, 2, 3, 4}, (3.16k)

where (3.16a) and (3.16b) can be given as

(1 + λ∗
1)

md

md−1
(P ∗

uΩI + σ2
d)Ωdκ

dκAP
t

ln(2)
(

md

md−1
(P ∗

uΩI + σ2
d) + P ∗

dΩd

)(
md

md−1
(P ∗

uΩI + σ2
d) + P ∗

d (1− κdκAP
t )Ωd

)−

(1 + λ∗
3)

mu

mu−1
(P ∗

uΩuΩsκ
uκAP

r )

ln(2)
(

mu

mu−1
(P ∗

dΩs + σ2
u) + P ∗

uΩu

)(
mu

mu−1
(P ∗

dΩs + σ2
u) + P ∗

u (1− κuκAP
r )Ωu

)−
λ∗
2 − q = 0, (3.16a)

(1 + λ∗
1)

−md

md−1
(P ∗

dΩdΩIκ
dκAP

t )

ln(2)
(

md

md−1
(P ∗

uΩI + σ2
d) + P ∗

dΩd

)(
md

md−1
(P ∗

uΩI + σ2
d) + P ∗

d (1− κdκAP
t )Ωd

)+

(1 + λ∗
3)

mu

mu−1
(P ∗

dΩs + σ2
u)Ωuκ

uκAP
r

ln(2)
(

mu

mu−1
(P ∗

dΩs + σ2
u) + P ∗

uΩu

)(
mu

mu−1
(P ∗

dΩs + σ2
u) + P ∗

u (1− κuκAP
r )Ωu

)−
λ∗
4 − q = 0. (3.16b)
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Algorithm 1 Energy Efficiency KKT Conditions Solution

Inputs:
(
Rd

th,Ru
th, P

max
d , Pmax

u , Pc, κ
AP
r , κAP

t , κu, κd,Ωd, Ωu,Ωs,ΩI ,md,mu, σ
2
d, σ

2
u, δ, q

init =

0
)

Solution: The solution can be obtained as follow, set k = 1 and q(k) = qinit.

• Step 1: Solve (3.13) using the KKT conditions technique and calculate the sub-

optimal solution P ∗
d and P ∗

u by setting q = q(k). Store P
(k)
d = P ∗

d , P (k)
u = P ∗

u and

q∗ = q(k).

• Step 2: Calculate q(k+1) from (3.14).

if q(k+1) − q∗ > δ then

Update q∗ = q(k+1), k = k + 1 and return to Step 1

else

Update q∗ = q(k+1) and stop.

end if

Outputs: P ∗
d , P ∗

u and q∗, where q∗ is the maximum EE.

The sub-optimal solution can be obtained by solving (3.16a)-(3.16f) simultaneously,

either analytically or numerically using any mathematical software (e.g., MATLAB). The

obtained solution, though, must satisfy all the above KKT conditions. Since there are four

constraints C1−C4, there are four Lagrangian multipliers λ1−λ4, and as such, 16 cases are

possible corresponding for the binding or non-binding constraints. λi ̸= 0 for the binding

constraint and λi = 0 for the non-binding one ∀i ∈ {1, · · · , 4}. Among these cases, the

solution that gives the maximum value will be chosen. After that, this solution is used to

update q in (3.14) until it converges to q∗ when q(k+1)−q(k) ≤ δ (the acceptable convergence

tolerance). Algorithm 1 summarizes the proposed solution.

Fortunately, the maximum average FD SE can be obtained from (3.13) by setting q = 0

and only considering the solution of the first iteration in Algorithm 1. After that, the

values of P ∗
d and P ∗

u are used to calculate the maximum FD SE from (3.6) and (3.8). In

practice, Pc is known and can be obtained from the data sheet of the devices. Regarding Pd
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Figure 3.1: Average FD SE and EE with different transmit powers at κ = 0.92.

and Pu, these are the variables to be optimized and after the optimal values are obtained

at the BS, the BS uses Pd in the DL transmission. Regarding the UL transmission, the BS

feeds Pu back to the UL user to use it in the UL transmission.

3.5 Simulation Results and Discussion

Unless otherwise indicated, all fading channels are assumed to be Nakagami-m distribution

with mx = 10 shape parameter and Ωx = 1 scale parameter, where x ∈ {u, d, s, I}, Pc = 0

dBW (1 watt), σ2
d = σ2

u = 1, γmax
0,d = Pmax

d /σ2
d, γmax

0,u = Pmax
u /σ2

u, which is directly associated

with the power budget, and without loss of generality, γ0 = γmax
0,d = γmax

0,u , and κ = κAP
t =

κAP
r = κu = κd. Extensive computer simulations were conducted to validate the theoretical

derivations and the performance of the proposed algorithm. Also, this work is compared

with an exhaustive search scheme because it is the first work in this style and it can be a

valuable resource for future works comparison.

Fig. 3.1 shows that both the average FD SE and EE are non-concave. It also shows

the effect of increasing the UL/DL transmit powers on the average efficiencies in the case
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Figure 3.2: Average FD EE and SE with different scenarios at κ = 1, σ2
d = σ2

u = 0.01.

Here, Rd
th = 0.5 and Ru

th = 0.25 bits/s/Hz.

where both UL/DL users have the same operating conditions. It is clear that transmitting

maximum powers are not optimal in FD communication networks, where increasing the

UL transmit power improves the UL performance. On the other hand, it has a detrimental

impact on the DL performance. The same is valid when increasing the DL transmit power.

So that, optimal power allocation is crucial in such networks.

Fig. 3.2 illustrates the average FD EE and SE at different scenarios when optimizing

power allocation. The first scenario represents the efficiencies when maximizing the SE

and it is illustrated by the green curves. The second scenario represents the efficiencies

when maximizing the EE and it is illustrated by the blue curves. The third scenario

represents the efficiencies when transmitting with the maximum power and it is illustrated

by the black curves. This figure shows that a significant improvement is achieved, for both

efficiencies, when using the proposed power allocation algorithm. It also illustrates that,

in a low-power regime, the proposed SE and EE algorithms achieve the same performance.

On the other hand, in the high power regime, sacrificing some SE can save a considerable
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Figure 3.3: Convergence of the proposed algorithm when the transmit power budgets

Pmax
d = Pmax

u = 10 dB, ΩI = Ωs = σ2
d = σ2

u = 0.01. Here, Rd
th = 1 and Ru

th = 0.5

bits/s/Hz.

Table 3.1: Optimal powers to maximize SE and EE.

γ0 (dB) 5 9 11 15 19 21 25 29

SE
γ∗
0,u (dB) -0.58 2.74 4.56 8.4 12.3 14.3 18.2 22.2

γ∗
0,d (dB) 5 9 11 15 19 21 25 29

EE
γ∗
0,u (dB) -0.58 2.74 4.56 4.9 4.9 4.9 4.9 4.9

γ∗
0,d (dB) 5 9 11 11.4 11.4 11.4 11.4 11.4

amount of energy when maximizing the EE because we stick with the optimal values even

if an unlimited power budget is available as it can be seen in Table 3.1. This is very

important as we are going toward green communications. Finally and most importantly,

the performance of the proposed algorithm is compared with the exhaustive search scheme.

It is clear that they achieve the same performance which implies the proposed solution

reaches the optimal one. This emphasizes the effectiveness of the proposed algorithm in
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reducing the system’s complexity.

Fig. 3.3 shows the convergence of the proposed algorithm of the FD and HD systems,

for a certain set of parameters, at different levels of HWIs. It is remarked that the proposed

algorithm presents monotonic convergence within a few iterations for both systems. Also, it

was verified by simulation that the convergence behaviour is the same when using different

parameters. Moreover, this figure illustrates the negative impact of the HWIs on EE

performance of the systems. This degradation is worsened when increasing HWIs level. In

addition, it shows that the EE performance of FD is about double of the HD system under

the same HWIs level.

Fig. 3.4 discusses the performance of the proposed algorithm. It illustrates the effect

of increasing the transmit power budget on SE and EE performance of both the FD and

HD considering different levels of HWIs. Here, the FD SE and EE outperform the HD

performance when there is a good SI cancellation. Also, in the case of ideal hardware, the

SEs of the FD and HD grow when increasing the transmit power. On the other hand, they

saturate due to the HWIs, at high power regions where no more benefit can be obtained

by increasing the transmit power. Also, increasing the transmit power improves the EEs

of both the FD and HD until a certain value where a maximum EE is achieved, and after

this peak, no further improvements can be obtained. Interestingly, this is true for both the

ideal and the impaired systems.

Fig. 3.5 demonstrates the SE and EE performance of the proposed algorithm for both

the FD and HD considering various values of SI under different levels of HWIs. Here,

when the SI has small values, the FD outperform the HD in terms of both the SE and EE.

However, as the SI increases, the performance of the FD decreases where it reaches a point

when it underperforms the HD. This point depends on the HWIs factor. The interesting

observation here is that the impaired FD systems outperform the ideal HD at a range of

SI values which relaxes some design restrictions.
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Figure 3.4: Average FD/HD SE and EE at ΩI = Ωs = σ2
d = σ2

u = 0.01. Here, Rd
th = 1 and

Ru
th = 0.5 bits/s/Hz.

3.6 Conclusion

The potential of FD wireless communication networks under the effect of HWIs has been

investigated in this chapter. Power allocation optimization problem is formulated. Then, a

novel algorithm has been proposed to solve them by utilizing the fractional programming

theory and KKT conditions technique.

The results show that the average FD SE is upper bounded due to the HWIs even if

the powers grow boundlessly. The interesting remark of this study is that by employing
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Figure 3.5: Average FD/HD SE and EE with different levels of SI at ΩI = 0.05, Pd = Pu =

10 dB. Here, Rd
th = 1 and Ru

th = 0.1 bits/s/Hz.

a good SI cancellation, the impaired FD communications beat the HD communications

with ideal hardware; that implies FD is more robust against HWIs than HD. This, in turn,

relaxes the design constraints of FD systems. Finally, the results reveal that proper power

allocation is critical in FD communication networks and the FD systems are spectrum and

energy-efficient.
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Chapter 4

Spectral-Energy Efficiency and Power

Allocation in Full-Duplex Networks: the

Effects of Hardware Impairment and

Nakagami-m Fading Channels

4.1 Introduction and Related Works

The ubiquitous nature of wireless systems has made them an essential part of everyday

life. According to the International Telecommunication Union forecast, global mo-

bile data traffic is expected to increase by approximately 55 percent annually from 2020

to 2030, reaching 607 exabytes (EB) in 2025 and 5,016 EB in 2030 [123]. This growth

is driven by a number of factors, including the increasing adoption of smartphones and

other mobile devices, the rollout of 5G networks, and the growing popularity of mobile

applications and streaming services. In a report done by Cisco Systems, Inc., it was pre-

dicted that the number of networked devices will approach 29.3 billion in 2023 [2]. Such

growth will naturally be accompanied by demands for higher data rates, lower latency,

and greater spectral efficiency. All of the above present themselves as major challenges

for the upcoming generations of wireless communication systems. FD communication has
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emerged as a promising technique to enhance SE in wireless systems [12–14,17–19]. In FD

communication, SE can be theoretically doubled since the signals can be transmitted and

received using the same time-frequency resources. As such, FD devices have the ability

to transmit and receive all the time using the entire bandwidth. On the other hand, HD

communication uses either different frequency bands or different time slots to transmit and

receive signals. The implication here is that FD communication is more spectrum-efficient

than HD communication [20,21].

However, the main challenge regarding FD is that interference can severely affect the UL

and DL signals. In particular, SI affects the UL received signals at the BS, where it may be

observed that the received signal strength is much weaker than that of the SI signal [20]. On

the other hand, the IUI affects the DL received signal at the user. To this end, substantial

work has been done to tackle SI suppression and cancellation. For example, the authors

in [21] investigated potential FD techniques, including passive suppression, active analog

cancellation, and active digital cancellation. Furthermore, analog and digital SI cancellation

were studied in [94], where it was concluded that a combination of antenna cancellation,

analog interference cancellation and digital interference cancellation can greatly reduce the

SI. The authors in [93] showed that SI can also be mitigated using passive suppression.

In a practical sense, physical transceivers inevitably suffer from HWIs, such as analog

imperfectness, phase noise, in-phase quadrature-phase imbalance (IQI), power amplifier

nonlinearities, as well as time and frequency synchronization errors. In [111], it was shown

that the system performance saturates at a high SNR due to the HWIs, at which point

no further improvement can be achieved. Moreover, the authors in [116] illustrated that

HWIs can dramatically degrade the localization performance. Furthermore, the study

in [23] demonstrated the harmful effects of IQI on the system performance, illustrating

that this effect is maximized in the case of imperfect channel state information. Besides,

the work in [17,18] showed that the sum rate of the FD system is degraded because of the

quantization noise that occurs when low-resolution ADCs/DACs are used.

However, the analysis in [12,19,99] was done assuming ideal hardware. Additionally, all

the mentioned works assumed Rayleigh or Rician fading models. Based on this, and moti-
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vated by the importance of this topic, the contributions of this chapter can be summarized

as follows

• Studies the average SE of FD MIMO systems by assuming imperfect hardware at

all the end terminals of the system (i.e., at the BS, the UL user and the DL user).

Closed-form expressions for the lower bounds of the UL and DL achievable rates are

derived by exploiting the relationship between various distributions (e.g., Gamma,

inverse of Gamma and Beta distribution). In addition, the average SE of UL/DL HD

expressions are derived for comparative purposes.

• Formulates power allocation optimization problems to maximize the average FD SE,

max-min SE, EE and max-min EE with QoS and power budget constraints. Algo-

rithms to solve these problems using different optimization techniques are proposed.

The KKT conditions technique solves the optimization problem that maximizes the

SE. Moreover, two optimization techniques to solve the max-min SE optimization

problem by introducing a slack variable and an appropriate transformation are com-

bined. Furthermore, to maximize the EE and the max-min EE, the Dinkelbach ap-

proach is utilized to transform the fractional non-concave optimization problem into

an equivalent parametric optimization. Interestingly, the FD SE algorithm is refined

and presents a simpler solution.

• Compares the proposed solutions with the exhaustive search ones. Our results indi-

cate a match in performance.

• Relies on the channels’ statistical information rather than the instantaneous states

of the channels, which increases the overall SE and EE without the cost of greater

complexity. That said, our algorithms can be used to find the optimal power allocation

when maximizing the instantaneous FD SE and EE.

• Models all fading channels as Nakagami-m distributions, where it was shown in [27,48]

that the Nakagami-m distribution provides a better fitting model for general and

special fading channels (e.g., Rayleigh distribution, where the shape parameter m =

1).
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Figure 4.1: Full-duplex MIMO system model.

The rest of the chapter is structured as follows: The signal and system models are

illustrated in Section 4.2. Performance analyses are provided and explained in Section 4.3.

Next, the power allocation optimization is presented in Section 4.4. After that, simulation

results are discussed in Section 4.5. Finally, the work is concluded in Section 4.6.

4.2 System and Signal Models

In this section, the considered system model is explained in detail and the signal model

under HWIs is discussed. It also illustrates some useful preliminaries and principles about

the Gamma distribution and random variables that will be used later in this chapter.

4.2.1 Gamma Distribution

A circularly symmetric complex Gaussian vector v is denoted as v ∼ CN (0,Σ), where 0 is

the mean vector and Σ is the covariance matrix. X ∼ Gamma(a, θ) denotes a Gamma

distribution with a shape and θ scale parameters, respectively. If X ∼ Gamma(a, θ)

and Y ∼ Gamma(b, θ) are independent random variables, then Z = X
X+Y

∼ Beta(a, b),

where a and b are the shape parameters of the Beta distribution. Next, a random vari-

able N ∼ Nakagami(m,Ω), with m shape and Ω scale parameters, can be obtained from

a random variable X ∼ Gamma(a, θ), by setting a = m, θ = Ω/m, and taking the square
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root of X → N =
√
X . If Xi has a Gamma(ai, θ) distribution for i = 1, 2, ...,M (i.e.,

all distributions have the same scale parameter θ), then
∑M

i=1Xi ∼ Gamma
(∑M

i=1 ai, θ
)
.

In addition, if X ∼ Gamma(a, θ) then 1/X ∼ Inv-Gamma(a, 1/θ) is the inverse Gamma

distribution. If X = diag(x1, x2) then X1,1 = x1, X2,2 = x2 and X1,2 = X2,1 = 0.

4.2.2 System Model

This work considers the single-cell FD MIMO system illustrated in Fig. 4.1. It consists

of a BS that has M transmit antennas and M receive antennas serving one DL user and

one UL user, each equipped with one HD antenna. Due to the FD mode, SI exists at the

BS, which is the interference from the transmit antenna array to the receive antenna array.

Interference cancellation is usually conducted to reduce the SI; HSI ∈ CM×M represents

the residual SI channel matrix, whose entries’ magnitude can be modeled as Nakagami-m

independent and identically distributed (i.i.d.) fading channels, where each element has

ms shape parameter and Ωs scale parameter. IUI from the UL to DL user is assumed. The

UL channel vector, from the UL user to the BS, is denoted as hu ∈ CM×1. Similarly, the

DL channel vector, from the BS to the DL user, is denoted as hd ∈ CM×1.

Moreover, it is assumed that the magnitude of hu and hd entries following Nakagami-m

i.i.d fading, where each element of hu and hd has mu, md shape parameters and Ωu, Ωd

scale parameters, respectively. Furthermore, hI represents the channel realization between

the UL and the DL users. The magnitude of hI is modeled as Nakagami-m fading with the

mI shape parameter and the ΩI scale parameter. Finally, this work assumes that the BS

knows the channels’ state information and their statistics.

The literature has always modeled the residual SI channel by Rayleigh distributions

[12–14, 17, 18]. Moreover, [118] modeled the SI as a Rician distribution with a large K-

factor because it has a strong LOS component before the active cancellation. Then, the

experiments showed that analog cancellation attenuated the strong LOS component of the

SI channel. Hence, the residual SI channel follows a Rayleigh or a Rician distribution with

a small K-factor [12, 118]. It was also shown in [119] that Nakagami-m accurately ap-

proximates the Rician distribution. In addition, Nakagami-m fits better than the Rayleigh
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distribution for fading channel [27], which makes it more tractable in the analysis.

4.3 System Performance Analysis
This section discusses the SE performance in FD MIMO wireless communication systems

under the effects of HWIs at the transceiver and assuming Nakagami-m fading channels.

Furthermore, it is assumed that the BS consists of a homogeneous and identical set of

antennas and that the hardware factors are the same for each antenna. HWIs are present in

all practical wireless communication systems because the transceivers have many electronic

circuits that can distort the signals in numerous ways. Therefore, a mismatch between the

intended signal and the actual one can occur. The HWIs at the BS antennas and the

end-users transmitter and receiver are considered. The transceiver HWIs model in (2.1)

shows that the designated transmit signal will be affected by the HWIs at the transmitter.

As a result, the actual transmitted signal over the channel will suffer from the distortion.

Similarly, The transceiver HWIs model in (2.2) shows that the signal at the receiver suffers

from the hardware imperfections.

Uplink scenario in FD MIMO systems: The transmitted data signal of the UL

user is xu. By applying the model in (2.1), x̃u =
√
κuPuxu + ηu will be sent instead of

the original data xu. Here, κu ∈ (0, 1] determines the quality of the UL user’s transmitter

hardware, Pu is the transmitted power by the UL user, and ηu ∼ CN (0, (1− κu)Pu) is the

hardware additive distortion noise of the UL user’s transmitter.

Downlink scenario in FD MIMO systems: The BS is supposed to transmit the

intended data signal xd for the DL user. The BS applies the MRT precoding vector fd =

hd

∥hd∥
, which depends on the current channel realizations. As such, the transmitted vector

over the channel becomes sd =
√
Pd

hd

∥hd∥
xd instead of xd, where Pd is the total average

transmit power by the BS. Since this signal suffers from the HWIs at the BS, the HWIs

model from (2.1) can be applied to describe the impairments in the hardware attached to

each transmit BS antenna. It is assumed that the transceiver hardware at different BS

antennas is decoupled so that the respective distortion terms are independent. Finally,

the transmitted data vector over the channel is s̃d =
√
κBS
t sd + ηt

BS, where the factor

κBS
t ∈ (0, 1] determines the quality of the BS transmitter hardware, and the hardware
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additive distortion noise ηt
BS ∈ CM×1 can be given as

ηt
BS ∼ CN

(
0M,C

t
ηBS

)
. (4.1)

The covariance matrix Ct
ηBS

∈ CM×M is given as

Ct
ηBS

= Pd(1− κBS
t ) diag

(
|h(1)

d |2

∥hd∥2
,
|h(2)

d |2

∥hd∥2
, · · · , |h

(M)
d |2

∥hd∥2

)
, (4.2)

where h
(m)
d denotes the mth element of hd.

4.3.1 Full Duplex Uplink Spectral Efficiency with Hardware Im-

pairments Analysis

This section discusses the impact of HWIs on the system performance in the UL scenario,

where the received signal at the BS can be written as

ru =
√
κBS
r hux̃u +

√
κBS
r HSIs̃d + ηr

BS + nu, (4.3)

where ru ∈ CM×1, nu ∼ CN (0, σ2
uIM) is the AWGN noise at the BS receive array, ηr

BS ∼

CN (0M ,Cr
ηBS

) denotes the receiver distortion at the BS, and the covariance matrix Cr
ηBS

=

(1 − κBS
r )
[
A +B

]
, where the factor κBS

r ∈ (0, 1] determines the quality of the BS receiver

hardware, A ∈ CM×M and B ∈ CM×M are given as

A = Pu diag
(
|h(1)

u |2, |h(2)
u |2, · · · , |h(M)

u |2
)
, (4.4)

B =Pd diag

(
M∑
i=1

∣∣∣∣∣H1,i
SI

h
(i)
d

∥hd∥

∣∣∣∣∣
2

,
M∑
i=1

∣∣∣∣∣H2,i
SI

h
(i)
d

∥hd∥

∣∣∣∣∣
2

, · · · ,
M∑
i=1

∣∣∣∣∣HM,i
SI

h
(i)
d

∥hd∥

∣∣∣∣∣
2)

, (4.5)

where h
(m)
u denotes the mth element of hu and Hk,i

SI is the ith element of the kth row of HSI.

By substituting x̃u and s̃d values in (4.3) the received signal can be given as

ru =
√
PuκBS

r κu huxu︸ ︷︷ ︸
Desired signal

+
√
PdκBS

r κBS
t

(
HSIhd

∥hd∥
xd

)
︸ ︷︷ ︸

SI signal

+
√
κBS
r huηu +

√
κBS
r HSIη

t
BS + ηr

BS︸ ︷︷ ︸
Distortion noise=ηc

u

+ nu︸︷︷︸
AWGN

.

(4.6)
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All additive distortions in (4.6) can be combined as ηc
u ∼ CN (0M,Cηc

u
), and the covariance

matrix Cηc
u
= (1− κBS

r κu)A+ (1− κBS
r κBS

t )B.

Now, MRC 1 linear detector can be applied at the BS to detect the UL transmitted

signal. From (4.6), and considering the receive combining vector w = hu ∈ CM×1, the

received signal ru = wHru can be written as

ru =
√
κBS
r κuPuh

H
uhuxu︸ ︷︷ ︸

Desired signal

+
√
κBS
r κBS

t Pd
hH
uHSIhd

∥hd∥
xd︸ ︷︷ ︸

SI signal

+
√

κBS
r

(
hH
uhu

)
ηu +

√
κBS
r hH

uHSIη
t
BS + hH

uη
r
BS︸ ︷︷ ︸

Distortion noise

+hH
unu︸ ︷︷ ︸

AWGN

. (4.7)

Now, the received signal-to-interference-plus-noise ratio (SINR), γu, at the BS can be cal-

culated from the received signal in (4.7) as

γu =
κBS
r κuPu∥hu∥4

κBS
r κBS

t Pd

∣∣∣hH
uHSIhd

∥hd∥

∣∣∣2 + hH
uCηc

u
hu + ∥hu∥2σ2

u

. (4.8)

Consequently, the instantaneous UL SE can be calculated as Ru = log2 (1 + γu), which is

in bits/sec/Hz.

Lemma 4.3.1 In full duplex MIMO communication systems under the presence of hard-

ware impairments and Nakagami-m fading, the average UL achievable rate can be lower

bounded as

R̄u ≥ log2 (1 + γ̄u) , (4.9)

where

γ̄u =
Puκ

uκBS
r (Mmu − 1)Ωu

PdmuΩs +muσ2
u +

Pu(Mmu−1)(mu+1)(1−κBS
r κu)Ωu

(Mmu+1)

. (4.10)

Proof: See Appendix A.1.

Remark 1: For a fixed DL power Pd, with Pu growing boundlessly, then

lim
Pu→∞

R̄u ≥ log2

(
1 +

κBS
r κu(Mmu + 1)

(mu + 1) (1− κBS
r κu)

)
. (4.11)

1There are other techniques, such as ZF and minimum mean-square-error (MMSE), that can be used.

However, the linear MRC detector and MRT precoder are considered because they are the simplest ones.
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4.3.2 Full Duplex Downlink Spectral Efficiency with Hardware Im-

pairments Analysis

This section explains the impact of HWIs on the system performance in the DL scenario,

where the received signal at the DL user can be calculated as

rd =
√
κdhH

d s̃d +
√
κdhI x̃u + ηd + nd, (4.12)

where, nd ∼ CN (0, σ2
d) is the AWGN at the DL user, κd ∈ (0, 1] determines the quality of

the DL user’s receiver hardware, and ηd ∼ CN
(
0, (1− κd)(a+ b)

)
is the distortion noise

at the DL user, in which a and b are given as a = Pu |hI |2 and b = Pd

∑M
l=1

∣∣∣h(l)
d

∣∣∣4
∥hd∥2

. By

substituting the values of s̃d and x̃u in (4.12), the received signal at the user can be written

as

rd =
√

κdκBS
t Pdh

H
d

hd

∥hd∥
xd︸ ︷︷ ︸

Desired signal

+
√

κdκuPuhIxu︸ ︷︷ ︸
IUI signal

+
√
κdhIηu +

√
κdhH

d η
t
BS + ηd︸ ︷︷ ︸

Distortion noise=ηcd

+ nd︸︷︷︸
AWGN

. (4.13)

The accumulative distortions in (4.13) can be combined as ηcd ∼ CN (0, σ2
ηcd
), where σ2

ηcd
=

(1− κdκu)a+ (1− κdκBS
t )b. The received signal-to-interference-plus-noise ratio (SINR) γd

at the DL user can consequently be calculated from the received signal in (4.13) as

γd =
Pdκ

dκBS
t ∥hd∥2

Puκdκu|hI |2 + σ2
ηcd
+ σ2

d

. (4.14)

Consequently, the instantaneous DL SE can be calculated as

Rd = log2

(
1 +

Pdκ
dκBS

t ∥hd∥2

Puκdκu|hI |2 + σ2
ηcd
+ σ2

d

)
. (4.15)

Lemma 4.3.2 In full duplex MIMO communication systems under the presence of hard-

ware impairments and Nakagami-m fading, the average download achievable rate can be

lower bounded as

R̄d ≥ log2 (1 + γ̄d) , (4.16)

where

γ̄d =
Pdκ

dκBS
t (Mmd − 1)Ωd

PumdΩI +mdσ2
d +

Pd(Mmd−1)(md+1)(1−κdκBS
t )Ωd

(Mmd+1)

. (4.17)

Proof: See Appendix A.2.
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Remark 2: For a fixed UL power Pu, with Pd growing boundlessly, then

lim
Pd→∞

R̄d ≥ log2

(
1 +

κdκBS
t (Mmd + 1)

(md + 1)(1− κdκBS
t )

)
. (4.18)

Remark 3: As Pd and Pu grow without bound, R̄d and R̄u are upper bounded as

R̄u ≥
{

lim
Pd,Pu→∞

R̄u = log2

(
1 +

κuκBS
r (Mmu + 1)

mu(Mmu+1)Ωs

(Mmu−1)Ωu
+ (mu + 1) (1− κBS

r κu)

)}
. (4.19)

R̄d ≥
{

lim
Pd,Pu→∞

R̄d = log2

(
1 +

κdκBS
t (Mmd + 1)

md(Mmd+1)ΩI

(Mmd−1)Ωd
+ (md + 1)(1− κdκBS

t )

)}
. (4.20)

Discussion of the effects of the HWIs and Interference

• It can be inferred from (4.9) and (4.16) that the HWIs degrade the system’s perfor-

mance because the factors κu, κd, κBS
t and κBS

r are less than one.

• From (4.9), the HWIs on the UL side do not affect the DL SE, as no UL HWI terms

can be seen in this equation. The same is correct for the DL side and can be noticed

in (4.16).

• As demonstrated by Remark 3, the performance degradation in the FD system is

accumulated by the SI, IUI, and HWIs. However, when fixing the transmit power of

the UL user and increasing the BS power to approach a very large value, the system

performance is only upper bounded by the HWI levels as shown in (4.18). The same is

valid when fixing the BS transmit power and increasing the transmit power of UL user

to approach a very large value, as shown in (4.11). This happens because the HWIs

force the system into an interference-limited regime, where no more SE performance

gain can be obtained. This regime appears when cellular networks regularly operate

these days, emphasizing the relevance of HWIs in FD systems.

4.3.3 Half Duplex Uplink Spectral Efficiency with Hardware Im-

pairments

This section discusses the impact of HWIs on the HD system’s performance in the UL sce-

nario, which will be used for comparison and to demonstrate the feasibility of FD systems.
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The received signal can be written as

yu =
√

κBS
r hux̃u + ηr,hd

BS + nu, (4.21)

where ηr,hd
BS ∼ CN (0M,C

r,hd
ηBS

) is the hardware additive distortion noise at the BS receive

antenna array, and the covariance matrix Cr,hd
ηBS

= (1 − κBS
r )A. This can be obtained by

substituting the value of x̃u in (4.21), and applying the MRC combining vector.

The received signal can be rewritten as

yu =
√

κBS
r κuPuh

H
uhuxu︸ ︷︷ ︸

Desired signal

+
√
κBS
r hH

uhuηu + hH
uη

r,hd
BS︸ ︷︷ ︸

Distortion noise

+hH
unu︸ ︷︷ ︸

AWGN

. (4.22)

Hence, the SINR βu can be calculated as

βu =
κBS
r κuPu∥hu∥4

hH
uC

c,hd
u hu + ∥hu∥2σ2

u

, (4.23)

where Cc,hd
u is the covariance matrix of the combined distortion noise at the BS.

Lemma 4.3.3 In SIMO communication systems under the presence of HWIs and Nakagami-

m fading, the average HD UL achievable rate can be lower bounded as

R̄hd
u ≥ log2

(
1 +

Puκ
uκBS

r (Mmu − 1)Ωu

muσ2
u +

Pu(Mmu−1)(mu+1)(1−κBS
r κu)Ωu

(Mmu+1)

)
. (4.24)

It is obvious from (4.24) that, due to HWIs, the achievable rate is upper bounded when Pu

approaches large values. This bound can be obtained as in Remark 1.

4.3.4 Half Duplex Downlink Spectral Efficiency with Hardware

Impairments

Considering a DL situation, this section analyzes the impact of HWIs on the HD system’s

performance. Here, it is assumed that there is no IUI. Therefore, the received signal can

be given as

yd =
√
κdhH

d s̃d + ηhdd + nd, (4.25)

where ηhdd ∼ CN

(
0, (1− κd)Pd

∑M
l=1

∣∣∣h(l)
d

∣∣∣4
∥hd∥2

)
is the hardware additive distortion noise at

the user receive antenna in the HD DL scenario.
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By substituting the value of s̃d in (4.25), the received signal can be rewritten as

yd =
√

κdκBS
t Pdh

H
d

hd

∥hd∥
xd︸ ︷︷ ︸

Desired signal

+
√
κdhH

d η
t
BS + ηhdd︸ ︷︷ ︸

Distortion noise=ηc,hdd

+ nd︸︷︷︸
AWGN

. (4.26)

Consequently, the received SINR βd can be calculated as

βd =
Pdκ

dκBS
t ∥hd∥2

σ2

ηc,hdd

+ σ2
d

, (4.27)

where σ2

ηc,hdd

is the power of combined distortion noise at the DL user.

Lemma 4.3.4 In MISO communication systems under the presence of HWIs and Nakagami-

m fading, the average HD DL achievable rate can be lower bounded as

R̄hd
d ≥ log2

1 +
Pdκ

dκBS
t (Mmd − 1)Ωd

mdσ2
d +

Pd(Mmd−1)(md+1)(1−κdκBS
t )Ωd

(Mmd+1)

 . (4.28)

It is clear from (4.28) that HWI degrades the achievable rate. Moreover, it limits the

system’s performance as it saturates while Pd increases without bound. This limit can be

also obtained as in Remark 2.

4.4 Power Allocation Optimization

As discussed before, the FD UL SE and EE are extremely affected by SI and the transmitted

power of the BS. In most cases, the DL SE and EE are degraded by the transmitted power

from the UL user, causing IUI. In this section, power allocation optimization problems

to obtain the sub-optimal values of the transmitted powers for the UL user and the BS

are formulated, thereby maximizing the average FD SE and EE while considering power

budget and QoS constraints. Additionally, the max-min SE and max-min EE to maintain

fairness between the users are optimized. First, the FD scenario is studied, then the HD

for comparison.
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4.4.1 Power Allocation Optimization for Maximizing the FD Spec-

tral Efficiency

The joint optimization problem can be formulated as

OP1 : max
Pd,Pu

R̄d (Pd, Pu) + R̄u (Pd, Pu) (4.29a)

Subject to: C1 : R̄d (Pd, Pu) ≥ Rd
th (4.29b)

C2 : R̄u (Pd, Pu) ≥ Ru
th (4.29c)

C3 : 0 ≤ Pd ≤ Pmax
d (4.29d)

C4 : 0 ≤ Pu ≤ Pmax
u , (4.29e)

where R̄u (Pd, Pu) and R̄d (Pd, Pu) are defined in (4.9) and (4.16), and Rd
th, Ru

th, Pmax
d

and Pmax
u are the minimum SE requirements and the maximum power of the BS and

UL user, respectively. The constraints C1 and C2 guarantee that the achievable SEs must

satisfy Rd
th and Ru

th, and the constraints C3 and C4 limit the power allocation to the defined

budget. The optimization problem in (4.29) is a non-concave problem due to non-concavity

of the objective function. As a result, obtaining an optimal solution is quite difficult.

However, this problem can be solved by using the KKT conditions to obtain a sub-optimal

solution with reduced complexity. In consequence, the Lagrangian function connected to

the optimization problem in (4.29) can be given as

L (Pd, Pu) =−
(
R̄d (Pd, Pu) + R̄u (Pd, Pu)

)
− λ1

(
R̄d (Pd, Pu)−Rd

th

)
− λ2 (P

max
d − Pd)

− λ3

(
R̄u (Pd, Pu)−Ru

th

)
− λ4 (P

max
u − Pu) , (4.30)

where λi ≥ 0 ∀i ∈ {1, 2, 3, 4} are the Lagrange multipliers. Before solving the problem, it

is important to check the solution existence, as shown in Lemma (4.4.1).

KKT Conditions Solution

To find a sub-optimal solution for a non-convex problem with a differentiable objective and

constraint functions, the solution must satisfy the KKT conditions [122]. These conditions

can be summarized as follows: Let P ∗
d , P ∗

u and λ∗ be any optimal values. Since P ∗
d and P ∗

u
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minimize L (Pd, Pu,λ
∗) over Pd and Pu, its gradient must vanish at P ∗

d and P ∗
u , therefore

implying that

∇
(
R̄d (P

∗
d , P

∗
u ) + R̄u (P

∗
d , P

∗
u )
)
+λ∗

1∇
(
R̄d (P

∗
d , P

∗
u )−Rd

th

)
+ λ∗

2∇ (Pmax
d − P ∗

d )

+λ∗
3∇
(
R̄u (P

∗
d , P

∗
u )−Ru

th

)
+ λ∗

4∇ (Pmax
u − P ∗

u ) = 0.

(4.31)

The KKT conditions can therefore be written as [122]

∂L (P ∗
d , P

∗
u )

∂Pd

= 0, (4.32a)

∂L (P ∗
d , P

∗
u )

∂Pu

= 0, (4.32b)

λ∗
1

(
R̄d (P

∗
d , P

∗
u )−Rd

th

)
= 0, (4.32c)

λ∗
2 (P

max
d − P ∗

d ) = 0, (4.32d)

λ∗
3

(
R̄u (P

∗
d , P

∗
u )−Ru

th

)
= 0, (4.32e)

λ∗
4 (P

max
u − P ∗

u ) = 0, (4.32f)

R̄d (P
∗
d , P

∗
u )−Rd

th ≥ 0, (4.32g)

(Pmax
d − P ∗

d ) ≥ 0, (4.32h)

R̄u (P
∗
d , P

∗
u )−Ru

th ≥ 0, (4.32i)

(Pmax
u − P ∗

u ) ≥ 0, (4.32j)

λ∗
i ≥ 0 ∀i ∈ {1, 2, 3, 4}. (4.32k)

The sub-optimal solution can be obtained by solving (4.32a)-(4.32f) simultaneously, either

analytically or numerically using any mathematical software (e.g., MATLAB). The ob-

tained solution, though, must satisfy all the above KKT conditions. Since there are four

constraints C1−C4, there are four Lagrangian multipliers λ1−λ4, and as such, 16 cases are

possible corresponding to the binding or non-binding constraints. λi ̸= 0 for the binding

constraint and λi = 0 for the non-binding one.

Simplified Solution

In this section, a simple novel algorithm that reaches the same solution as the one obtained

by the KKT conditions in the previous section is proposed. Both solutions under different
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Algorithm 2 The Simplified Solution

Inputs:
(
Rd

th,Ru
th, P

max
d , Pmax

u , κBS
r , κBS

t , κu, κd,Ωd,Ωu, Ωs,ΩI ,M,md,mu, σ
2
d, σ

2
u

)
Existence: Check the solution existence as in Lemma 4.4.1

if the solution is exist then

Solution: The solution can be obtained from (4.16) and (4.9) considering three steps

as follow

• Step 1: Calculate R̄d and R̄u from (4.16) and (4.9) using Pmax
d and Pmax

u , store

P ∗
d = Pmax

d and P ∗
u = Pmax

u

• Step 2: Set R̄d = Rd
th and P ∗

u = Pmax
u , calculate P ∗

d from (4.16), then calculate

R̄u from (4.9)

• Step 3: Set R̄u = Ru
th and P ∗

d = Pmax
d , calculate P ∗

u from (4.9), then calculate

R̄d from (4.16)

Output: P ∗
d and P ∗

u associates with the solution that gives the maximum average FD

SE in steps 1-3.

end if

operating conditions, including various degrees of channel fading, SI, IUI, HWIs factors,

power budgets and QoS constraints are compared. Algorithm 2 summarizes our proposed

solution.

Lemma 4.4.1 From, (4.9), (4.16), (4.29b) and (4.29c), the sufficient conditions that guar-

antee the solution existence can be summarized by the following inequalities

Rd
th ≤ R̃d

th, (4.33a)

Ru
th ≤ R̃u

th, (4.33b)

Pmax
d ≥ P̃d

th
, (4.33c)

Pmax
u ≥ P̃u

th
, (4.33d)

where R̃d
th, R̃u

th, P̃d
th

and P̃u
th

can be found in Appendix A.3.
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4.4.2 Power Allocation Optimization for Maximizing the Mini-

mum FD UL/DL Spectral Efficiency

In this section, the optimization problem aims to maximize the minimum UL and DL SE

to guarantee fairness between the users. To that end, a max-min objective to achieve a rate

balance among the DL and UL users is formulated. As such, the max-min SE optimization

problem can be formulated as 2

OP2 : max
Pd,Pu

min
R̄d,R̄u

{
R̄d (Pd, Pu), R̄u (Pd, Pu)

}
(4.34a)

Subject to: C1 : 0 ≤ Pd ≤ Pmax
d (4.34b)

C2 : 0 ≤ Pu ≤ Pmax
u , (4.34c)

where Pmax
d and Pmax

u are the maximum power of the BS and UL user, R̄d (Pd, Pu) and

R̄u (Pd, Pu) are defined in (4.16) and (4.9). The constraints C1 and C2 limit the power

allocation to the maximum power budget. The optimization problem in (4.34) is a non-

concave problem due to the non-concavity of the objective function. As a result, obtaining

an optimal solution is quite difficult. Fortunately, the problem in (4.34) can be transformed

to an equivalent problem [124]. Using this transformation, the new optimization problem

can be reformulated to solve the optimization problem as follows

OP3 : max
Pd,Pu,ϕ

ϕ (4.35a)

Subject to: C1, C2 (4.35b)

C3 : R̄d (Pd, Pu) ≥ ϕ (4.35c)

C4 : R̄u (Pd, Pu) ≥ ϕ, (4.35d)

The sub-optimal solution can be obtained by solving (4.35) using the KKT conditions tech-

nique.

2The weighting max-min is a straightforward extension of this work.
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Consequently, the related Lagrangian function is given as

L (Pd, Pu, ϕ) =− ϕ− λ1

(
R̄d (Pd, Pu)− ϕ

)
− λ2 (P

max
d − Pd)− λ3

(
R̄u (Pd, Pu)− ϕ

)
− λ4 (P

max
u − Pu) , (4.36)

where each Lagrange multiplier λi ≥ 0,∀i ∈ {1, 2, 3, 4}.

The KKT conditions can be written as

∂L (P ∗
d , P

∗
u , ϕ

∗)

∂Pd

= 0, (4.37a)

∂L (P ∗
d , P

∗
u , ϕ

∗)

∂Pu

= 0, (4.37b)

∂L (P ∗
d , P

∗
u , ϕ

∗)

∂ϕ
= −1 + λ1 + λ3 = 0, (4.37c)

λ∗
1

(
R̄d (P

∗
d , P

∗
u )− ϕ∗) = 0, (4.37d)

λ∗
2 (P

max
d − P ∗

d ) = 0, (4.37e)

λ∗
3

(
R̄u (P

∗
d , P

∗
u )− ϕ∗) = 0, (4.37f)

λ∗
4 (P

max
u − P ∗

u ) = 0, (4.37g)

R̄d (P
∗
d , P

∗
u )− ϕ∗ ≥ 0, (4.37h)

(Pmax
d − P ∗

d ) ≥ 0, (4.37i)

R̄u (P
∗
d , P

∗
u )− ϕ∗ ≥ 0, (4.37j)

(Pmax
u − P ∗

u ) ≥ 0, (4.37k)

λ∗
i ≥ 0 ∀i ∈ {1, 2, 3, 4}. (4.37l)

The sub-optimal solution can be obtained by simultaneously solving (4.37a)-(4.37g), either

analytically or numerically. The obtained solution, however, must satisfy all the above

KKT conditions.

58



4.4.3 Power Allocation Optimization for Maximizing the FD En-

ergy Efficiency

In this section, an optimization problem to maximize the EE is formulated. Hence, the EE

optimization problem can be formulated as

OP4 : max
Pd,Pu

EFD =
R̄d (Pd, Pu) + R̄u (Pd, Pu)

Pd + Pu + Pc

(4.38a)

Subject to: C1 : R̄d (Pd, Pu) ≥ Rd
th (4.38b)

C2 : R̄u (Pd, Pu) ≥ Ru
th (4.38c)

C3 : 0 ≤ Pd ≤ Pmax
d (4.38d)

C4 : 0 ≤ Pu ≤ Pmax
u , (4.38e)

where Pc is the total power consumption in all circuit blocks, including the process to

achieve a certain level of SI cancellation. Pmax
d and Pmax

u are the maximum powers of the

BS and UL user. R̄d (Pd, Pu) and R̄u (Pd, Pu) are defined in (4.16) and (4.9), and Rd
th,

Ru
th are the minimum SE requirements. The constraints C1 and C2 guarantee that the

achievable SEs must satisfy Rd
th and Ru

th, and the constraints C3 and C4 limit the power

allocation to the predetermined budget.

The optimization problem in (4.38) is a non-concave problem due to the non-concavity

of the objective function. As a result, obtaining an optimal solution is quite difficult.

Fortunately, the fractional non-concave optimization problem in (4.38) can be transformed

to an equivalent parametric optimization problem using the Dinkelbach approach [121,

125–127]. Using this transformation, the new optimization problem can be reformulated in

such a way that its numerator and denominator are decoupled, which in turn simplifies its

solution, as follows

OP5 : max
Pd,Pu

F = R̄d (Pd, Pu) + R̄u (Pd, Pu)− q(Pd + Pu + Pc) (4.39a)

Subject to: C1− C4, (4.39b)

where q is a non-negative constant. It was proven in [121] that P ∗
d and P ∗

u are optimal for

(4.38) if and only if they are optimal for (4.39) for any q = q∗. Note that these results are
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correct without placing any convexity condition on (4.38). The parameter q is iteratively

updated by

q(k+1) =
R̄d

(
P

(k)
d , P

(k)
u

)
+ R̄u

(
P

(k)
d , P

(k)
u

)
P

(k)
d + P

(k)
u + Pc

, (4.40)

where k is the iteration index, q(1) is the initial value (e.g., q(1) = 0), and (P
(k)
d , P

(k)
u ) are

the power values obtained from the first iteration. It was proven in [121] that convergence

is guaranteed by alternatively updating q using (4.40) and solving for Pd and Pu in (4.39).

The sub-optimal solution can be obtained by solving (4.39) using the KKT conditions

technique. Consequently, the related Lagrangian function can be given as

L (Pd, Pu) =−
(
R̄d (Pd, Pu) + R̄u (Pd, Pu)

)
+ q(Pd + Pu + Pc)− λ1

(
R̄d (Pd, Pu)−Rd

th

)
− λ2 (P

max
d − Pd)− λ3

(
R̄u (Pd, Pu)−Ru

th

)
− λ4 (P

max
u − Pu) , (4.41)

where each Lagrange multiplier is given by λi ≥ 0,∀i ∈ {1, 2, 3, 4}. Now, the KKT condi-

tions can be written as

∂L (P ∗
d , P

∗
u )

∂Pd

= 0, (4.42a)

∂L (P ∗
d , P

∗
u )

∂Pu

= 0, (4.42b)

λ∗
1

(
R̄d (P

∗
d , P

∗
u )−Rd

th

)
= 0, (4.42c)

λ∗
2 (P

max
d − P ∗

d ) = 0, (4.42d)

λ∗
3

(
R̄u (P

∗
d , P

∗
u )−Ru

th

)
= 0, (4.42e)

λ∗
4 (P

max
u − P ∗

u ) = 0, (4.42f)

R̄d (P
∗
d , P

∗
u )−Rd

th ≥ 0, (4.42g)

(Pmax
d − P ∗

d ) ≥ 0, (4.42h)

R̄u (P
∗
d , P

∗
u )−Ru

th ≥ 0, (4.42i)

(Pmax
u − P ∗

u ) ≥ 0, (4.42j)

λ∗
i ≥ 0 ∀i ∈ {1, 2, 3, 4}. (4.42k)

The sub-optimal solution can be obtained by simultaneously solving (4.42a)-(4.42f).

The obtained solution, though, must satisfy all the above KKT conditions. After that, this
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Algorithm 3 Energy Efficiency Solution

Inputs:
(
Rd

th,Ru
th, P

max
d , Pmax

u , Pc, κ
BS
r , κBS

t , κu, κd,Ωd, Ωu,Ωs,ΩI ,M,md,mu, σ
2
d, σ

2
u, δ, q

init =

0
)

Solution: The solution can be obtained as follow, set k = 1 and q(k) = qinit.

• Step 1: Solve (4.39) using the KKT conditions technique and calculate the sub-

optimal solution P ∗
d and P ∗

u by setting q = q(k). Store P
(k)
d = P ∗

d , P (k)
u = P ∗

u and

q∗ = q(k).

• Step 2: Calculate q(k+1) from (4.40).

if q(k+1) − q∗ > δ then

Update q∗ = q(k+1), k = k + 1 and return to Step 1

else

Update q∗ = q(k+1) and stop.

end if

Outputs: P ∗
d , P ∗

u and q∗, where q∗ is the maximum EE value.

solution can be used to update q in (4.40) until it converges to q∗ when q(k+1) − q(k) ≤ δ

(the acceptable convergence tolerance). Algorithm 3 summarizes the proposed solution.

4.4.4 Power Allocation Optimization for Maximizing Minimum

FD UL/DL Energy Efficiency

In this section, the optimization problem aims to maximize the minimum UL and DL

EE to guarantee fairness between users. To that end, a max-min objective to achieve

energy balance among the DL and UL powers is formulated. As such, the max-min EE

optimization problem can be formulated as follows

OP6 : max
Pd,Pu

min
j∈{d,u}

R̄j (Pd, Pu)

Pd + Pu + Pc

(4.43a)

Subject to: C1 : 0 ≤ Pd ≤ Pmax
d (4.43b)

C2 : 0 ≤ Pu ≤ Pmax
u . (4.43c)
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The optimization problem in (4.43) is a non-concave problem due to the non-concavity of

its objective function. As discussed in 4.4.3, a fractional non-concave optimization problem

in (4.43) can be transformed to an equivalent parametric optimization problem. Then, the

optimization problem in (4.43) can be written as

OP7 : max
Pd,Pu

min
j∈{d,u}

R̄j (Pd, Pu)− η(Pd + Pu + Pc) (4.44a)

Subject to: C1, C2, (4.44b)

where η is a non-negative constant. The parameter η is iteratively updated by

η(k+1) = min
j∈{d,u}

R̄j

(
P

(k)
d , P

(k)
u

)
P

(k)
d + P

(k)
u + Pc

, (4.45)

where k is the iteration index, η(k) is the initial value (e.g., η(1) = 0) and (P
(k)
d , P

(k)
u ) are the

power values obtained from the first iteration. As explained previously, the convergence of

(4.45) is guaranteed. Consequently, the optimization problem in (4.44) can be reformulated

as

OP8 : max
Pd,Pu,ζ

ζ (4.46a)

Subject to: C1, C2 (4.46b)

C3 : R̄d (Pd, Pu)− η(Pd + Pu + Pc) ≥ ζ (4.46c)

C4 : R̄u (Pd, Pu)− η(Pd + Pu + Pc) ≥ ζ. (4.46d)

The sub-optimal solution can be obtained by solving (4.46) using the KKT conditions

technique. Hence, the Lagrangian function associated with (4.46) can be written as

G (Pd, Pu, ζ) =− ζ − λ1

(
R̄d (Pd, Pu)− η(Pd + Pu + Pc)

)
+ λ1ζ−

λ3

(
R̄u (Pd, Pu)− η(Pd + Pu + Pc)

)
+ λ3ζ − λ2 (P

max
d − Pd)− λ4 (P

max
u − Pu) ,

(4.47)
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where λi ≥ 0,∀i ∈ {1, 2, 3, 4} are Lagrange multipliers. Consequently, the KKT conditions

can be written as

∂G (P ∗
d , P

∗
u , ζ

∗)

∂Pd

= 0, (4.48a)

∂G (P ∗
d , P

∗
u , ζ

∗)

∂Pu

= 0, (4.48b)

∂G (P ∗
d , P

∗
u , ζ

∗)

∂ζ
= −1 + λ1 + λ3 = 0, (4.48c)

λ∗
1

(
R̄d (P

∗
d , P

∗
u )− η(P ∗

d + P ∗
u + Pc)− ζ∗

)
= 0, (4.48d)

λ∗
2 (P

max
d − P ∗

d ) = 0, (4.48e)

λ∗
3

(
R̄u (P

∗
d , P

∗
u )− η(P ∗

d + P ∗
u + Pc)− ζ∗

)
= 0, (4.48f)

λ∗
4 (P

max
u − P ∗

u ) = 0, (4.48g)

R̄d (P
∗
d , P

∗
u )− η(P ∗

d + P ∗
u + Pc)− ζ∗ ≥ 0, (4.48h)

(Pmax
d − P ∗

d ) ≥ 0, (4.48i)

R̄u (P
∗
d , P

∗
u )− η(P ∗

d + P ∗
u + Pc)− ζ∗ ≥ 0, (4.48j)

(Pmax
u − P ∗

u ) ≥ 0, (4.48k)

λ∗
i ≥ 0 ∀i ∈ {1, 2, 3, 4}. (4.48l)

Then, the obtained solution is used to calculate β until it converges when β(k) ≤ δ (the

acceptable convergence tolerance). It also used to update the value of η. Algorithm 4

summarizes the proposed solution.

4.4.5 Power Allocation Optimization for Maximizing HD SE

In this section, the average SE of the HD system is optimized to compare it with that of

the FD system. Here, we take half the SE values of the HD UL and DL scenarios because

HD systems use double the bandwidth/time slots that FD systems use. The optimization

problem can consequently be formulated as
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Algorithm 4 Max-min EE Solution

Inputs:
(
Pmax
d , Pmax

u , Pc, κ
BS
r , κBS

t , κu, κd,Ωd,Ωu,Ωs,ΩI ,M ,md ,mu , σ
2
d , σ

2
u , δ, η

init =

0 , βinit = 1
)

Solution: The solution can be obtained as follow, set k = 1, ηk = ηinit and β(k) = βinit.

while β(k) > δ do

Step 1: Solve (4.46) using the KKT conditions technique and calculate the sub-

optimal solution P ∗
d and P ∗

u by setting η = η(k).

Step 2: Set k = k + 1 and calculate β(k) = min
j∈{d,u}

R̄j (P
∗
d , P

∗
u )− η(P ∗

d + P ∗
u + Pc).

Step 3: Calculate

η(k) = min
j∈{d,u}

R̄j (P
∗
d , P

∗
u )

P ∗
d + P ∗

u + Pc

.

end while

Outputs: P ∗
d , P ∗

u .

OP9 : max
Pd,Pu

1

2

(
R̄hd

d (Pd) + R̄hd
u (Pu)

)
(4.49a)

Subject to: C1 : R̄hd
d (Pd) ≥ Rd

th (4.49b)

C2 : R̄hd
u (Pu) ≥ Ru

th (4.49c)

C3 : 0 ≤ Pd ≤ Pmax
d (4.49d)

C4 : 0 ≤ Pu ≤ Pmax
u , (4.49e)

where R̄hd
d (Pd) and R̄hd

u (Pu) are defined in (4.28) and (4.24). Rd
th and Ru

th are the minimum

SE requirements and cannot exceed the maximum values log2

(
1 +

(Mmd+1)κdκBS
t

(md+1)(1−κdκBS
t )

)
and

log2

(
1 + (Mmu+1)κBS

r κu

(mu+1)(1−κBS
r κu)

)
, respectively. It is important to note that (4.28) and (4.24) are

concave functions, meaning that (4.49) is also concave and that the optimal solution can

be obtained. It is also worth mentioning that in the case of HD communication, R̄hd
d (Pd)

and R̄hd
u (Pu) are independent. Therefore, the powers that maximize the sum are the ones

that maximize each one individually. In that sense, transmitting at maximum power also

leads to the maximum achievable rate.
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4.4.6 Power Allocation Optimization for Maximizing HD EE

In this section, the average EE of the HD system is optimized to compare it with that of

the FD system. Here, we take half the EE values of the HD UL and DL scenarios because

HD systems use double the frequency bandwidth or time slots that FD systems use. The

optimization problem can be formulated as

OP10 : max
Pd,Pu

Ehd =
R̄hd

d (Pd) + R̄hd
u (Pu)

2(Pd + Pu + Pc)
(4.50a)

Subject to: C1 : R̄hd
d (Pd) ≥ Rd

th (4.50b)

C2 : R̄hd
u (Pu) ≥ Ru

th (4.50c)

C3 : 0 ≤ Pd ≤ Pmax
d (4.50d)

C4 : 0 ≤ Pu ≤ Pmax
u . (4.50e)

The objective function of (4.50) is pseudo-concave, meaning that each stationary point of

the objective is a global maximizer. Moreover, KKT conditions are necessary and sufficient

for optimality [127, propositions 2.8 and 2.9]. Hence, the optimal solution can be obtained

by using Algorithm 3.

4.4.7 Complexity Analysis

Using Big-O notation, the complexities of the proposed algorithms can be summarized as

follows: First, Algorithm 2, the simplified solution, has O(1) complexity because it runs

in for a constant time, and the statements are being used for basic operations. Second, the

KKT-based Algorithm uses the interior point method and has a computational complexity

of O(
√
v log(v)), where v represents the number of inequality constraints in OP1, [122],

[128]. Third, Algorithm 3 and Algorithm 4 use the interior point method to solve the

problem in OP5 and OP8 at each iteration, and therefore have a computational complexity

of O(
√
v log(v)), where v represents the number of inequality constraints in OP5 and OP8.

Assuming that the number of iterations for these algorithms is kmax, the computational

complexity of Algorithm 3 and Algorithm 4 can be calculated as kmaxO(
√
v log(v)).
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Figure 4.2: Average FD UL/DL SE with different number of BS antennas, where Pd =

Pu = 10 dB, Ωs = 1, ΩI = 0.1, κu = κd = 0.92 and κBS
r = κBS

t = 0.98.

4.5 Simulation Results and Discussion

This section investigates the average FD SE of a wireless communication system under

the effect of transceiver HWI. Unless otherwise specified, the shape and scale parameters

of the Nakagami-m distribution are mx = 10 and Ωx = 1, where x ∈ {u, d, s, I}. The

noise variances are σ2
u = σ2

d = 1. Without loss of generality, it is assumed that κ =

κBS
t = κBS

r = κu = κd. Extensive simulations were conducted to validate the theoretical

derivations and the feasibility of the proposed algorithms. This work is also compared with

an exhaustive search scheme, which serves as a benchmark to illustrate how the proposed

solutions approach the optimal one.

In Fig. 4.2, a different number of BS antennas is considered, where M = {2, 5, 10, 20, . . . ,

100} and κu = κd = 0.92 and κBS
r = κBS

t = 0.98. It is evident that the analytical results

obtained in (4.9) and (4.16) are validated by this figure. It also shows that the system

performance with Nakagami-m channels fading is better than the Rayleigh distribution.
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Figure 4.3: Average FD SE with different transmit power at M = 100 and κ = 0.92.

However, the gap between the Nakagami-m and Rayleigh performance depends on many

parameters such as SI and IUI.

Fig. 4.3 demonstrates the impact of increasing the transmit UL/DL powers on the

average FD SE, in the case where both UL/DL users experience the same conditions.

Many important observations can be noted here. First, increasing the UL transmit power

enhances the UL SE. On the other hand, it has a detrimental effect on the DL performance.

The same is valid when increasing the DL transmit power. For example, when Pu = 0

dB and Pd increases from 0 to 40 dB, the FD SE increases from 10.64 bits/s/Hz until it

reaches a peak of 11.11 bits/s/Hz when Pd = 6 dB. It then decreases to 8.98 bits/s/Hz when

Pd = 40 dB. This implies that sending the maximum power is not the optimal solution in

FD systems. Hence, there should be a balance between the UL and DL powers to maximize

the total SE.

Second, it is obvious that the performance improves by increasing both the UL and DL

transmit powers. For instance, when Pu = Pd = 0 dB, the average FD SE is 10.64 bits/s/Hz
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Figure 4.4: Average FD UL/DL SE at Pu = 20 dB, M = 100, ΩI = Ωs = 0.1 and κ = 0.92.

and it increases to 12.39 bits/s/Hz when Pu = Pd = 40 dB. Third, this figure confirms the

result in (4.19) and (4.20) that HWIs can diminish the positive effect of increasing the Pu

and Pd by pushing the network into an interference-limited regime where no extraordinary

SE can be obtained. For instance, a negligible improvement (0.02 bits/s/Hz) is achieved

by increasing the transmit power from 20 to 40 dB.

Fig. 4.4 illustrates the UL and DL SE behaviour for both the ideal and impaired systems

when Pu = 20 dB and Pd increases from 0−40 dB. For small values of Pd, the DL SE has a

small value because Pu is much greater than Pd, and hence, the IUI has a profound impact

on the DL SE. At the same time, a noticeable difference between the UL SE of the impaired

and ideal systems can be noted. In the middle, for the system with HWIs, increasing Pd

improves the average FD SE but degrades the UL SE because SI is increased. This positive

change reaches its peak when Pu = Pd. Before this point, though, Pd in (4.16) increases

the DL SE more than it decreases the UL SE in (4.9), which means that the overall FD

SE increases. After this point, Pd becomes larger than Pu and as a result, the DL SE goes

into the saturation region while the UL SE is still decreasing, which means that the overall
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Figure 4.5: Average FD SE at different levels of HWIs at Pu = Pd = 10 dB and M =

[10, 100].

FD SE decreases. For the ideal system, as Pd increases, the DL SE increases without limit

and the UL SE decreases.

Fig. 4.5 investigates the system performance under varying degrees of HWI and differing

numbers of BS antennas. It is clear that the presence of HWIs has a negative impact on the

overall system performance. In the case where M = 100, the maximum performance (SE

= 13.04 bits/s/Hz) occurs at ideal hardware conditions when κ = 1 while it reaches (SE =

11.95 bits/s/Hz) when κ = 0.90. It is also worth mentioning that increasing the number

of BS antennas decreases the negative impact of the HWIs, where a 14.60% performance

degradation occurs when M = 10 while the degradation decreases to 8.36% when M = 100.

This emphasizes that increasing the number of BS antennas can diminish the effect of the

HWIs. Additionally, the HWIs of the BS have the same detrimental effects as the HWIs of

the users under the same operating conditions.

Fig. 4.6 depicts the average FD SE when using the proposed power allocation algorithm
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Figure 4.6: The performance of the proposed algorithm vs. the number of antenna. Here,

Ωs = 10, κ = 1, Rd
th = 0.5 bits/s/Hz and Ru

th = 0.25 bits/s/Hz and Pmax
u = Pmax

d = Pmax.

Table 4.1: Optimal values of transmit powers in dB that maximize the SE when

Ωs = 10, ΩI = 1, Rd
th = 0.50 bits/s/Hz, Ru

th = 0.25 bits/s/Hz and Pmax = 20 dB.

M 5 10 20 30 40 50 60 70 80 90 100

P ∗
u 15.87 12.82 9.76 8.02 6.76 5.79 5 4.33 3.75 3.24 2.78

P ∗
d 20 20 20 20 20 20 20 20 20 20 20

R̄u 0.25 0.25 0.25 0.25 0.25 0.25 0.25 0.25 0.25 0.25 0.25

R̄d 3.74 5.65 7.57 8.65 9.44 10.03 10.49 10.88 11.21 11.50 11.75

and when increasing the number of BS antennas. Here, both power and QoS constraints

are considered. The maximum power transmission is used as a baseline scheme to assess

the performance of the proposed algorithm. Many remarks can be made by looking at

this figure. First, the simplified algorithm has the same solution as the one obtained using

the KKT conditions, and both of them match the exhaustive search results. Second, it

70



0.9 0.91 0.92 0.93 0.94 0.95 0.96 0.97 0.98 0.99 1

3

4

5

6

7

8

9

10

11

M= 50

M= 10

Figure 4.7: The performance of the proposed algorithm vs. different levels of HWIs. Here,

Ωs = 10, Rd
th = 0.50 bits/s/Hz and Ru

th = 0.25 bits/s/Hz.

Table 4.2: Optimal values of transmit powers in dB that maximize the SE when

Ωs = 1, ΩI = 10, Rd
th = 0.25 bits/s/Hz, Ru

th = 0.50 bits/s/Hz and Pmax = 20 dB.

M 5 10 20 30 40 50 60 70 80 90 100

P ∗
u 20 20 20 20 20 20 20 20 20 20 20

P ∗
d 15.87 12.82 9.76 8.02 6.76 5.79 5 4.33 3.75 3.24 2.78

R̄u 3.74 5.65 7.57 8.65 9.44 10.03 10.49 10.88 11.21 11.50 11.75

R̄d 0.25 0.25 0.25 0.25 0.25 0.25 0.25 0.25 0.25 0.25 0.25

shows that the gain of the proposed algorithms, compared with the maximum transmitting

power, increases when the number of BS antennas M increases until a certain number

of antennas. After that, it decreases until both have the same performance because M

becomes dominant.
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Figure 4.8: The performance of the Max-min SE proposed algorithm vs. different transmit

power. Here, Pmax
u = Pmax

d , Ωs = 1, ΩI = 0.1, M = 10, κu = κd = 0.92 and κBS
r = κBS

t =

0.98.

Table 4.1 shows the optimal P ∗
u and P ∗

d values of the SE in Fig.6. Here, the BS transmits

at maximum power while the algorithm allocates the UL user power to meet the required

QoS. This occurs because the DL has better conditions (i.e. Ωs = 10 and ΩI = 1). These

foundations agree with the result in Table 4.2 when the UL user has better conditions (i.e.

Ωs = 1 and ΩI = 10). Table 4.1, and Table 4.2, show that the proposed algorithms highly

reduce the power budget when deploying a large antenna array.

Fig. 4.7 shows the impact of the HWIs and the number of antennas on the average FD

SE with different power budgets. More HWIs degrade the system’s performance, and the

gain obtained when using the proposed algorithm. Increasing the number of BS antennas

can actually compensate for the HWIs degradation. Moreover, the proposed algorithm can

achieve more gain when there is more power budget.

Fig. 4.8 shows the performance of the max-min SE algorithm, where the fairness be-
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Figure 4.9: Average FD EE at ΩI = σ2
d = σ2

u = 0.1, Ωs = 1, κu = κd = 0.92 and

κBS
r = κBS

t = 0.98. Here, Rd
th = 0.5 and Ru

th = 0.25 bits/s/Hz.

tween the UL and DL users can be compared with the maximum power transmission. The

algorithm allocates the maximum power to the user with bad conditions (i.e. UL user)

while optimizing the transmitted power of the BS that has good conditions (i.e. BS DL )

to guarantee fairness. The optimal power values here can be found in Table 4.3.

Fig. 4.9 illustrates the performance of the proposed EE algorithm considering a dif-

ferent number of BS antennas under HWIs. The proposed algorithm achieves remarkable

improvements, especially in the high power regime. Additionally, the higher the number of

BS antennas, the higher the gain. This result is valid for both ideal and imperfect hard-

ware. Interestingly, increasing the power budgets does not improve the EE because once

the optimal powers are obtained we stick with them. It can be explained from (4.38) where

increasing Pd and Pu results in a logarithmic increase in the numerator besides, it may

decrease it due to HWIs when it reaches the saturation region. On the other hand, increas-

ing Pd and Pu results in a linear increase in the denominator which is much greater than

the logarithmic increase. Eventually, the EE will be decreased. The proposed algorithm
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Figure 4.10: Average FD EE at ΩI = σ2
d = σ2

u = 0.1, Ωs = 1, κu = κd = 0.92 and

κBS
r = κBS

t = 0.98. Here, Rd
th = 0.5 and Ru

th = 0.25 bits/s/Hz.

Table 4.3: Optimal values of transmit powers in dB for SE Max-min.

Pmax 0 2 4 6 8 10 12 14 16 18 20

P ∗
u 0 2 4 6 8 10 12 14 16 18 20

P ∗
d -1.8 -0.25 1.28 2.8 4.4 6 7.7 9.5 11.3 13.2 15.1

improves the EE by obtaining the best values of Pd and Pu that maximize the numerator

and minimize the denominator at the same time.

Fig. 4.10 depicts the average FD EE considering the power and QoS constraints. The

exhaustive search and maximum power transmission are used as baseline schemes to assess

the performance of the proposed algorithm. First, the results show that the proposed

algorithm matches the exhaustive search in performance. Second, the proposed algorithm

achieves a significant gain, which increases with the number of BS antennas. However, this

gain is slightly degraded due to the effects of HWIs. Third, regardless of the power budget
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Figure 4.11: The performance of the Max-min EE proposed algorithm vs. different transmit

power. Here, Pmax
u = Pmax

d , Ωs = 1, ΩI = σ2
d = σ2

u = 0.1, M = 10, κu = κd = 0.92 and

κBS
r = κBS

t = 0.98.

Table 4.4: Optimal values of transmit powers in dB that maximize the EE when Pmax =

{5, 10} dB, κ = 1.

M 5 10 20 30 40 50 60 70 80 90 100

P ∗
u -5.96 -6.77 -7.53 -7.95 -8.235 -8.45 -8.62 -8.76 -8.88 -8.98 -9.07

P ∗
d -8.69 -9.31 -9.89 -10.21 -10.43 -10.59 -10.72 -10.83 -10.92 -11.00 -11.07

we have (e.g., Pmax= 5 or 10 dB), we do not stray from optimal values as Tables 4.4 and 4.5

indicate. Fourth, this figure emphasizes that transmitting with maximum power is not the

optimal solution in FD systems subjected to power and QoS constraints. Finally, deploying

more antennas at the BS mitigates the effect of both the SI and the HWIs. Tables 4.4 and

4.5 show the amount of power that can be saved.

Fig. 4.11 shows the performance of the max-min EE algorithm, where the fairness
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Figure 4.12: Convergence of the proposed algorithms when the power budgets Pmax
d =

Pmax
u = 10 dB, Ωs = 1 ΩI = σ2

d = σ2
u = 0.1. Here, Rd

th = 0.5, Ru
th = 0.25 bits/s/Hz,

κu = κd = 0.92 and κBS
r = κBS

t = 0.98.

Table 4.5: Optimal values of transmit powers in dB that maximize the EE when Pmax =

{5, 10} dB, κu = κd = 0.92 and κBS
r = κBS

t = 0.98.

M 5 10 20 30 40 50 60 70 80 90 100

P ∗
u -6.13 -6.92 -7.67 -8.08 -8.36 -8.58 -8.75 -8.88 -9.00 -9.11 -9.20

P ∗
d -8.82 -9.42 -9.99 -10.31 -10.53 -10.69 -10.82 -10.93 -11.02 -11.10 -11.17

between the UL and DL users can be compared with the maximum power transmission.

The algorithm optimizes the transmit power of both the UL user and the BS to maximize

the EE and achieve fairness simultaneously. Then we keep the obtained values. The optimal

power values here can be found in Table 4.6. Fig. 4.11 also demonstrates that a remarkable

EE can be obtained when using the proposed algorithm.

Fig. 4.12 shows the convergence of the proposed algorithms for a certain set of param-
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Figure 4.13: The performance of the proposed algorithm vs. the SI power. Here, Rd
th = 2

bits/s/Hz and Ru
th = 1 bits/s/Hz, Pmax

u = Pmax
d = 10 dB, Ωs = 1, ΩI = 0.1, κu = κd = 0.92

and κBS
r = κBS

t = 0.98.

Table 4.6: Optimal values of transmit powers in dB for EE Max-min.

Pmax -10 -8 -6 -4 -2 0 2 4 · · · · · · 20

P ∗
u -10.00 -8.00 -6.91 -6.91 -6.91 -6.91 -6.91 -6.91 · · · · · · -6.91

P ∗
d -11.79 -10.25 -9.42 -9.42 -9.42 -9.42 -9.42 -9.42 · · · · · · -9.42

eters. It can be noted that the proposed algorithms present monotonic convergence within

a few iterations. It was also verified by simulation that the convergence behaviour is the

same when using different parameters. Moreover, this figure illustrates the negative impact

of HWIs on EE performance.

Figs. 4.13 and 4.14 compare the SE and EE performance of both the FD and HD

systems considering various values of SI under HWIs when M=10 and 100. The FD SE

and EE outperform those of HD systems at small values of SI. For example, when SI=-20
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Figure 4.14: The performance of the proposed algorithm vs. the SI power. Here, Rd
th = 2

bits/s/Hz and Ru
th = 1 bits/s/Hz, Pmax

u = Pmax
d = 10 dB, Ωs = 1, ΩI = σ2

d = σ2
u = 0.1,

κu = κd = 0.92 and κBS
r = κBS

t = 0.98.

dB, the FD SE and EE are near double the HD ones. The opposite occurs when the SI

increases and the HD performance becomes better. For example, when SI= -20 dB and

M=100, the FD SE gain of the proposed algorithm is 89% and 93% more than the HD for

the ideal and impaired systems, respectively. This gain is 98% for the ideal and impaired

systems considering the EE. In addition, Fig. 4.13 shows that HD SE systems outperform

FD ones after the SI= 10 dB for the ideal hardware when M=10. This point (i.e., SI=10)

shifts to the right in the presence of HWIs (i.e., SI=12 dB). Interestingly, at lower values

of SI (e.g., SI < 6 dB), the impaired FD SE outperforms the ideal HD one when M=10.

The same performance can be seen when SI< 16 dB if M=100.
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4.6 Conclusion

This work examines the power allocation optimization of impaired FD systems. First,

mathematical expressions for the average lower bound UL/DL SE and EE are derived to

assess the system performance considering Nakagami-m fading channels. Second, different

power allocation algorithms to find the optimal UL/DL powers aiming to maximize the SE

and EE are proposed. The results indicate that the average FD SE saturates due to the

HWIs and the interference. Moreover, transmitting the maximum power is not the optimal

solution for FD systems, especially when there are QoS and power budget requirements.

Interestingly, the SE algorithm achieves a higher gain when higher power budgets are

available while the EE does not. Finally, the results show that when SI has small values,

the impaired FD communications outperform ideal HD communications, which relaxes the

design constraints of FD systems. Multi-user, imperfect channel conditions and other fading

channel models will be considered in future works.
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Chapter 5

Towards a Practical FD MU-MIMO

System: Performance Analysis

Considering Imperfect CSI and

Non-ideal Transceivers

5.1 Introduction and Related Works

Wireless communication technologies have seeped into every aspect of our day-to-day

lives. Such growth can only be supported by higher data rates, lower latency, and

greater reliability. However, the SE of wireless connections is hindered by many factors,

including low SNR decreased transceiver and RF chain quality, as well as channel estimation

and digital signal processing errors [23,129–132].

The combination of SDMA and MIMO techniques allows for efficient utilization of

the frequency spectrum. For SDMA transmission, it has been proven that the total SE

increases proportionally to the number of users. This is achieved by serving multiple users

simultaneously, and by increasing the number of BS antennas in a way that achieves an array

gain counteracting the increased interference [1]. The FD system can theoretically double

the SE because signals can be transmitted and received at the same time-frequency resource.
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However, the major challenge for FD is the SI at the BS, created by the transmitted DL

signals to the received UL signals. The interference signal can be 50–100 dB stronger

than the desired one at the receiver [20]. As a result, appropriate SI suppression and

cancellation are critical factors to consider during system implementation [20,21]. In [85,96],

the achievable rate of FD massive MIMO relay systems over Rician fading channels was

investigated. It was seen that the SI can be effectively canceled by using zero-forcing (ZF)

processing at the decode-and-forward relay when the number of antennas is increased to

infinity. The same findings were obtained in [97] for the multi-cell FD MU-MIMO system.

The authors in [133] studied the effects of channel estimation errors and HWIs on the

secrecy performance of NOMA systems.

In practice, the physical transceivers experience many hardware imperfections, such as

power amplifier nonlinearities, in-phase quadrature-phase (I/Q) imbalance, analog imper-

fectness, phase noise, time and frequency synchronization errors, etc. While these impair-

ments are generally mitigated in existing communication systems, HWIs may cause major

issues for FD systems because the degradation caused is accumulated, and even made worse,

in the presence of the SI and IUI [101,102,111,134]. In this chapter, the residual HWIs af-

ter appropriate compensation has been performed for each transceiver hardware component

are considered. Motivated by the promising nature of FD MU-MIMO, the contribution of

this chapter can be summarized as

• Studies the joint impact of the channel estimation errors and HWIs on the system

performance when using MRC/MRT and zero-forcing reception/zero-forcing trans-

mission (ZFR/ZFT) linear detectors/precoders. Using the ZF technique, the IUI can

be eliminated and considerable improvements in the performance of the FD MU-

MIMO can be achieved compared to the MRC one.

• Derives mathematical frameworks for the lower bounds of the average FD DL/UL

SE under imperfect channel state information (CSI) in the presence of HWIs at all

system terminals (i.e., DL users, UL users, transmit and receive antenna array at the

BS) and IUI.

• Designs linear minimum mean square error (LMMSE) and least square (LS) estima-
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Figure 5.1: Full-duplex multi-user MIMO system model.

tors for the impaired FD MU-MIMO system. At high transmission power, there is

an error floor in the channel estimation, which depends on the hardware quality. On

the other hand, this estimation error tends to be zero in the case of ideal hardware.

Increasing the number of pilots can eliminate the estimation error for both ideal and

impaired systems.

5.2 System and Channel Models

5.2.1 System and Signal Model

This work considers a single-cell FD MU-MIMO system as illustrated in Fig. 5.1. There are

M transmit and M receive antennas at the BS. This BS serves Kd DL and Ku UL users, each

equipped with one antenna. IUI between the UL and DL users is assumed. SI exists at the

BS, as well, which is the interference from the transmit antenna array to the receive antenna

array. Interference cancellation is conducted to reduce the SI [93,94]. HSI ∈ CM×M is used

to represent the residual SI channel matrix, whose entries can be modeled as independent

and identically distributed (i.i.d.), each following CN ∼ (0, σ2
s) [14–19]. Here, σ2

s represents

the residual SI power and is modeled by a Rayleigh distribution [12–14, 18] 1. The UL

1Before active cancellation, the SI can be modeled as a Rician distribution with a large K-factor because

it has a strong line-of-sight (LOS) component before the active cancellation. The work in [12,118] showed

that the analog cancellation attenuates the strong LOS component of the SI channel and the residual SI

channel follows a Rician distribution with a small K-factor or a Rayleigh distribution.

82



channel matrix, from the Ku UL users to the BS, is denoted as Hu ∈ CM×Ku , and the DL

channel matrix, from the BS to the Kd DL users, is denoted as Hd ∈ CM×Kd . The channel

matrices can be modeled as [4, 13,85]

Hx = GxD
1
2
x , for x ∈ {u, d}, (5.1)

where Gx ∈ CM×Kx denotes the small-scale fading channel matrix and Dx = diag{[βx,1, . . . ,

βx,Kx ]}. In this case, βx,i is the large-scale fading coefficient between the BS and the ith

user. It is assumed that Gu and Gd channels are Rayleigh channels, the elements of

which are i.i.d. complex Gaussian random variables with zero mean and unit variance.

Furthermore, HI ∈ CKd×Ku represents the channel between the set of UL users and the

set of DL users. The elements of HI are assumed to be independent with the (i, j)th entry

following CN ∼ (0, σ2
Ii,j

) [15, 17,19].

5.2.2 Hardware Impairment Model

Physical transceiver implementations include various electronic circuits, each circuit dis-

torting the signal in different ways. In practice, compensation algorithms are considered

for each impaired component; however, after the compensation, some residual impairments

linger. Analytically and experimentally, the aggregate residual hardware impairments are

modeled as independent additive Gaussian distortion noise with zero-mean and a variance

proportional to the average transmitted signal power [1, 135–138]. Using the HWI model

in (2.1) and assuming that all the UL users have the same HWI factor κu and additive

distortion noise ηu. Similarly, the DL users have the same HWI factor κd and additive

distortion noise ηd. For the coming discussion, κBS
t , ηtBS, and κBS

r , ηrBS are used to represent

the transmitter and receiver HWI factors and additive distortion noises at the BS, respec-

tively. Moreover, since the BS consists of a homogeneous and identical set of antennas, the

hardware factors are considered to be the same.

Uplink scenario in FD MU-MIMO systems: The transmitted signal of the kth UL

user follows xu,k ∼ CN (0, 1) ∀k ∈ [1, 2, . . . , Ku]. This complex Gaussian signal is distorted

by the transmitter hardware. From (2.1), x̃u,k =
√
κuPuxu,k +ηu, will be sent over the

channel instead of xu,k. The transmitted power is Pu. The factor κu ∈ (0, 1] determines the
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Figure 5.2: Channel estimation.

quality of the UL user’s transmitter hardware, and ηu ∼ CN (0, (1−κu)Pu) is the hardware

additive distortion term.

Downlink scenario in FD MU-MIMO systems: The BS is supposed to trans-

mit the signal vector xd = [xd,1, xd,2, . . . , xd,Kd
]T, where xd,j is the signal intended to

the jth DL user, ∀j ∈ [1, 2, . . . , Kd], and xd is normalized as E{xdx
H
d } = IKd

. The BS

applies a precoding vector f̂d,j depending on the current channel realizations. As such,

the transmitted vector over the channel becomes sd =
∑Kd

j=1

√
Pd

Kd
f̂d,jxd,j instead of xd.

From (2.1), s̃d =
√
κBS
t sd + ηt

BS. The factor κBS
t ∈ (0, 1] determines the quality of the

hardware at each BS transmitter antenna, and the hardware additive distortion term

ηt
BS ∼ CN

(
0M ,Ct

ηBS

)
∈ CM . The covariance matrix Ct

ηBS
∈ CM×M can be given as

Ct
ηBS

= (1− κBS
t )

Pd

Kd

diag

(
Kd∑
i=1

|f̂ (1)
d,i |

2,

Kd∑
i=1

|f̂ (2)
d,i |

2, · · · ,
Kd∑
i=1

|f̂ (M)
d,i |2

)
, (5.2)

where f̂
(i)
d denotes the ith element of f̂d.

5.3 Channel Estimation

In practice, the channel matrix H has to be estimated at the BS. The standard way of doing

this is to use UL pilots, with a part of the coherence interval of the channel used for UL

training. Let Tc be the coherence time interval and let τp be the number of symbols used for

pilots. During the training part of the coherence interval, all users simultaneously transmit

mutually orthogonal pilot sequences of length τp symbols. The pilot sequences used by the

K = Kd +Ku users can be represented by the Xp ∈ Cτp×K matrix with (τp ≥ K). Here,

orthogonal pilots are assumed, (Xp)HXp = τpIK . The received pilot signal from the kth
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user Yp
k ∈ CM×τp at the BS can be given as

Yp
k =

√
PuκBS

r κuhk(x
p
k)

T +
√

κBS
r hkη

T
k + ηr

BS +Nu, (5.3)

where ηk and ηr
BS represent the user’s transmitter Gaussian distortion and the receiver

Gaussian distortion at the BS, respectively. Nu is the additive white Gaussian noise

(AWGN) at the BS receive antenna array with each element following CN (0, σ2
u). The

BS estimates the channel hk from the kth user by correlating the received pilot signal Yp
k

with the pilot sequence (xp
k)

∗ employed by this user. Then, yp
k = Yp

k(x
p
k)

∗ can be given as

yp
k = τp

√
PuκBS

r κuhk +
√

κBS
r hkη

T
k (x

p
k)

∗ + ηr
BS(x

p
k)

∗ +Nu(x
p
k)

∗. (5.4)

It is assumed that all channels are independent so that each channel can be estimated

separately. The elements of yp
k can be averaged over τp, resulting in

ypk,i =
√

PuκBS
r κuhk,i +

1

τp

√
κBS
r hk,i

τp∑
l=1

ηk,lx
p∗
k,l +

1

τp

τp∑
l=1

ηrBS,lx
p∗
k,l +

1

τp

τp∑
l=1

nux
p∗
k,l, (5.5)

where vk,i denotes the ith element in vk.

• Using the LMMSE estimator, the estimated channel ĥk,i can be given as [1, 75]

ĥLMMSE
k,i =

τp
√
PuκBS

r κuβk

PuκBS
r κu(τp − 1)βk + Puβk + σ2

u

ypk,i, (5.6)

where ĥk,i is the estimated channel between the ith BS antenna and the kth user. The

large-scale fading coefficient between the BS and the kth user is denoted by βk. The

variance of the estimated channel E{ĥk,iĥ
∗
k,i} can be given as

σ2,LMMSE

ĥk,i
=

τpPuκ
BS
r κuβ2

k

PuκBS
r κu(τp − 1)βk + Puβk + σ2

u

. (5.7)

The MSE in the presence of the HWIs can be given as

MSELMMSE = σ2,LMMSE
ek,i

= βk

(
1− τpPuκ

BS
r κuβk

PuκBS
r κu(τp − 1)βk + Puβk + σ2

u

)
. (5.8)

• Using the LS estimator, the estimated channel ĥk,i can be given as [73]

ĥLS
k,i =

ypk,i√
PuκBS

r κu
. (5.9)
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(a) LMMSE with ideal hardware. (b) LMMSE with HWIs, κBS
r = κu = 0.95.

Figure 5.3: The MSE of LMMSE estimation with a different number of pilots and transmit

power for the ideal hardware and in presence of HWIs.

The variance of the estimated channel, E{ĥk,iĥ
∗
k,i} can be given as

σ2,LS

ĥk,i
= βk −

(1− κBS
r κu)Puβk + σ2

u

τpPuκBS
r κu

. (5.10)

Consequently, the MSE in the presence of the HWIs can be given as

MSELS = σ2,LS
ek,i

=
(1− κBS

r κu)Puβk + σ2
u

τpPuκBS
r κu

. (5.11)

In Fig. 5.3, the performance of the LMMSE estimator is illustrated. As the figure shows, in

the ideal case (i.e., κBS
r = κu = 1), the estimation error goes to zero when either τp → ∞ or

Pu → ∞. This gives us the flexibility to choose between using a large transmission power

or a large number of pilots to achieve better channel estimation. This tradeoff is practical

in that it depends on applications and budgets. For example, if we are concerned about

improving the SE, we will use one pilot τp = 1 with a large transmission power because τp

is a pre-log factor when calculating the SE.

The results are not the same in the presence of HWIs, as the MSE has an error floor

even when Pu increases. Fortunately, the figure shows that when τp is increased, MSELMMSE

approaches zero. As such, it can be concluded that increasing the number of pilots can
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Figure 5.4: The LMMSE and LS with HWIs.

efficiently mitigate the effects of the HWIs. LS performance shows the same trend as

LMMSE, and to avoid unnecessary repetition the results are not shown.

The asymptotic MSEs when Pu → ∞ and τp → ∞, are

lim
Pu→∞

MSELMMSE =
(1− κBS

r κu)βk

τpκBS
r κu + (1− κBS

r κu)
,

lim
Pu→∞

MSELS =
(1− κBS

r κu)βk

τpκBS
r κu

,

lim
τp→∞

MSELMMSE = lim
τp→∞

MSELS = 0. (5.12)

In Fig. 5.4, the performance of the LMMSE and LS estimators are compared. Apparently,

LMMSE estimation is outperforming LS even for imperfect hardware conditions.
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5.4 Performance Analysis of Uplink Spectral Efficiency

with HWIs and Imperfect Channel State Informa-

tion

This section discusses the UL SE performance of the studied FD MU-MIMO system. It

first derives the signal-to-interference plus noise ratio (SINR) at the BS. Then it derives

the lower bound achievable rate for both detection techniques (i.e., MRC and the ZFR).

Moreover, it discusses the SE for each detection technique when using the LMMSE and LS

estimators.

Considering the transceiver HWIs, the received UL signals vector at the BS can be

written as

yu =
√

κBS
r Hux̃u +

√
κBS
r HSIs̃d + ηr

BS + nu ∈ CM , (5.13)

where the elements of the transmitted vector x̃u are x̃u,k =
√
κuPuxu,k+ηu, ∀k ∈ [1, 2, . . . , Ku].

Now, if the system has imperfect channel state conditions, the received signal becomes

ŷu =
√

κBS
r κuPu ĥu,kxu,k︸ ︷︷ ︸
Desired signal

+
√

κBS
r κuPu

Ku∑
i=1,i̸=k

ĥu,ixu,i︸ ︷︷ ︸
UL-UL interference signals

+
√
κBS
r κBS

t

(
Kd∑
j=1

√
Pd

Kd

HSIf̂d,jxd,j

)
︸ ︷︷ ︸

SI interference signals

+
√
κBS
r

Ku∑
i=1

ĥu,iηu −
√

κBS
r

Ku∑
i=1

eu,iηu +
√

κBS
r HSIη

t
BS + ηr

BS︸ ︷︷ ︸
Distortion noise=η

−
√
κBS
r κuPu

Ku∑
i=1

eu,ixu,i︸ ︷︷ ︸
Estimation error

+ nu︸︷︷︸
AWGN

, (5.14)

where nu ∼ CN (0, σ2
uIM) is AWGN at the BS receive array. The channel estimation

errors vector is denoted by eu ≜ ĥu − hu. The UL signals from the desired user and the

interfering user are denoted by xu,k, xu,i, respectively. The DL signal is denoted by xd,j.

The complex transmitter additive distortion noise of the UL users and BS is denoted by

ηu and ηt
BS, respectively. The receiver Gaussian distortion noise at the BS is denoted by
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ηr
BS ∼ CN (0M ,Cr

ηBS
), where Cr

ηBS
is given as

Cr
ηBS

= (1− κBS
r )
[
A+B

]
,

A = Pudiag

(
Ku∑
k=1

|ĥ(1)
u,k|

2 + | e(1)u,k|
2,

Ku∑
k=1

|ĥ(2)
u,k|

2 + | e(2)u,k|
2, · · · ,

Ku∑
k=1

|ĥ(M)
u,k |2 + | e(M)

u,k |2
)
,

B =
Pd

Kd

diag

(
Kd∑
j=1

M∑
i=1

∣∣∣H1,i
SI f̂

(i)
d,j

∣∣∣2 , Kd∑
j=1

M∑
i=1

∣∣∣H2,i
SI f̂

(i)
d,j

∣∣∣2 , · · · ,
Kd∑
j=1

M∑
i=1

∣∣∣HM,i
SI f̂

(i)
d,j

∣∣∣2) . (5.15)

Here, ĥ(i)
u,k denotes the ith element of ĥu,k and Hk,i

SI is the ith element of the kth row of HSI.

All the additive distortions in (5.14) can be combined to an η ∼ CN (0M ,Cη) and Cη can

be written as

Cη = (1− κBS
r κu)A+ (1− κBS

r κBS
t )B. (5.16)

Let W ∈ CM×Ku be a linear combining matrix that depends on the estimated channel Ĥu.

By using the linear combining technique, the received signal is separated into streams as it

is multiplied by WH . In this work, MRC and ZF are considered as [4]

W =

Ĥu for MRC,

Ĥu

(
ĤH

u Ĥu

)−1

for ZF.

(5.17)

The BS applies WH to the received signal in (5.14). After that, the received signal of the

kth user can be calculated as

wH
u,kŷu =

√
κBS
r κuPu wH

u,kĥu,kxu,k︸ ︷︷ ︸
Desired signal

+
√

κBS
r κuPu

Ku∑
i=1,i̸=k

wH
u,kĥu,ixu,i︸ ︷︷ ︸

UL-UL interference signals

+

√
κBS
r κBS

t

(
Kd∑
j=1

√
Pd

Kd

wH
u,kHSIf̂d,jxd,j

)
︸ ︷︷ ︸

SI signals

−
√
κBS
r κuPu

Ku∑
i=1

wH
u,keu,ixu,i︸ ︷︷ ︸

Estimation error

+

√
κBS
r

Ku∑
i=1

wH
u,kĥu,iηu,i −

√
κBS
r

Ku∑
i=1

wH
u,keu,iηu,i +

√
κBS
r wH

u,kHSIη
t
BS +wH

u,kη
r
BS︸ ︷︷ ︸

Distortion noise=η

+wH
u,knu︸ ︷︷ ︸

AWGN

,

(5.18)
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where wu,k and ĥu,k are the kth columns of the matrices W and Ĥu, respectively. Therefore,

the SINR of the kth user can be given as

γu,k =
κBS
r κuPu|wH

u,kĥu,k|2κBS
r κuPu

∑Ku

i=1,i̸=k |wH
u,kĥu,i|2 + κBS

r κBS
t

Pd

Kd

∑Kd

j=1

∣∣∣wH
u,kHSIf̂d,j

∣∣∣2
+wH

u,kCηwu,k + ∥wu,k∥2
(
κBS
r κuPu

∑Ku

i=1 σ
2
eu,i

+ σ2
u

)

. (5.19)

This is valid for any linear detectors such as MRC, ZF and MMSE. This work concentrates

on MRC and ZF.

5.4.1 Uplink Spectral Efficiency When Using MRC/MRT

MRC is a diversity-combining technique that aims to combat multi-path fading and maxi-

mize the SNR at the combiner output. For MRC linear detector, W = Ĥu is used, and the

SINR of the kth user can be calculated as

γmrc
u,k =

κBS
r κuPu

(
κBS
r κuPu

∑Ku

i=1,i̸=k

∣∣∣∣ ĥH
u,kĥu,i

∥ĥu,k∥

∣∣∣∣2 + κBS
r κBS

t
Pd

Kd

∑Kd

j=1

∣∣∣∣ ĥH
u,kHSIĥd,j

∥ĥu,k∥∥ĥd,j∥

∣∣∣∣2
)

1
∥ĥu,k∥2

+
(
κBS
r κuPu

∑Ku

i=1 σ
2
eu,i

+ σ2
u

)
1

∥ĥu,k∥2
+

ĥH
u,kCηĥu,k

∥ĥu,k∥4


.

(5.20)

The Jensen lower bound achievable sum rate for the kth user can be calculated as

E
{
log2

(
1 + γmrc

u,k

)}
≥ log2

1 +

(
E

{
1

γmrc
u,k

})−1
 . (5.21)

Lemma 5.4.1 The average UL achievable sum rate of FD MU-MIMO systems in the pres-

ence of HWIs and imperfect CSI conditions when using MRC/MRT linear detector/precoder2

can be lower bounded as

R̄u, imp
mrc,HWIs ≥

Tc − τp
Tc

Ku∑
k=1

log2

1 +
κBS
r κu(M − 1)σ2

ĥ,k

2(1− κBS
r κu)M−1

M+1
σ2
ĥ,k

+
∑Ku

i=1,i̸=k βu,i +
Pdσ2

s+σ2
u

Pu
+ σ2

e,k

 .

(5.22)

Proof: See Appendix B.1.

2This is the precoding technique used in the DL transmission. In FD mode, the DL transmission affects

the UL achievable sum rate. So it should be considered in the UL analysis.
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Lemma 5.4.1 shows that HWIs and channel estimation errors degrade the FD MU-MIMO

systems. Furthermore, increasing the number of transmit antennas can alleviate the impact

of the HWIs and the estimation errors. Following the same logic, the SE is obtained when

using the ZFR/ZFT detector in the next section.

5.4.2 Uplink Spectral Efficiency When Using ZFR/ZFT

ZFR/ZFT are linear detecting/precoding techniques of spatial signal processing by which

a multiple antenna receiver/transmitter can nullify the multi-user interference in an MU-

MIMO wireless communication system. For ZFR/ZFT linear detector/precoder, W =

Ĥu

(
ĤH

u Ĥu

)−1

is used. Then, the SINR of the kth user can be calculated as

γZF
u,k =

κBS
r κuPu

κBS
r κBS

t
Pd

Kd

∑Kd

j=1

∣∣∣wH
u,kHSIf̂d,j

∣∣∣2 +wH
u,kCηwu,k + ∥wu,k∥2

(
κBS
r κuPu

∑Ku

i=1 σ
2
eu,i

+ σ2
u

) .
(5.23)

From (5.21), the Jensen lower bound achievable sum rate can be derived as

Lemma 5.4.2 The average UL achievable sum rate of FD MU-MIMO systems in the pres-

ence of HWIs and imperfect CSI conditions when using ZFR/ZFT linear detector/precoder

can be lower bounded as

R̄u, imp
ZF,HWIs ≥

Tc − τp
Tc

Ku∑
k=1

log2

(
1 +

κBS
r κuPu(M −Ku)σ

2
ĥ,k

Pu(1− κBS
r κu)

∑Ku

i=1 βu,i + PuκBS
r κu

∑Ku

i=1 σ
2
e,i + Pdσ2

s + σ2
u

)
.

(5.24)

Proof: See Appendix B.2.

Lemma 5.4.2 shows that ZF processing can successfully mitigate the IUI; however, it can

eliminate neither the effects of HWIs nor those of channel estimation errors. Hence, it is

valuable to study their impact on the performance of FD MU-MIMO systems.

Remark 1: The UL achievable sum rates of MRC/MRT and ZFR/ZFT when using

LMMSE and LS estimators can be obtained by substituting (5.7), (5.10), in (5.22) and

(5.24), respectively. Moreover, many special cases can be found in Tables 5.1 and 5.2.
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Discussion of the effects of system parameters on UL SE

• Lemmas 5.4.1 and 5.4.2 show that the HWIs and the channel estimation errors have

a negative impact on the FD MU-MIMO system’s performance. Moreover, the SE is

saturated due to the HWIs when the transmit power grows to a very large value for

both the MRC/MRT and ZFR/ZFT techniques.

• The hardware imperfection at the DL side does not affect the UL SE as no DL HWI

terms can be seen in (5.22) and (5.24).

• The performance of the FD MU-MIMO system increases linearly when increasing

the number of users and increases logarithmically when increasing the number of BS

antennas.

5.5 Performance Analysis

This section discusses the DL SE performance of the studied FD MU-MIMO systems. As it

has been done for the UL scenario, it first derives the SINR at the user. It then derives the

lower bound achievable sum rate of the MRT and ZFT precoders. Moreover, it discusses

the SE when using the LMMSE and LS channel estimators.

Considering the transceiver hardware impairment, the received signal at the jth DL user

can be written as

rd,j =
√
κdhH

d,j s̃d +
√
κdhH

I,jx̃u + ηd,j + nd,j, (5.25)

where nd,j is the AWGN at the jth DL user with zero mean and σ2
d,j variance. It is

assumed that all the DL users have the same noise variance σ2
d. Moreover, ηd,j is the

complex Gaussian receiver additive distortion noise at the jth DL user, where ηd,j ∼

CN
(
0, (1− κd)(a+ b)

)
, in which a and b are given as

a = Pu

Ku∑
k=1

|hI,jk|2 .

b =
Pd

Kd

Kd∑
i=1

M∑
l=1

∣∣∣f̂ (l)
d,i

∣∣∣2 ∣∣∣h(l)
d,j

∣∣∣2 . (5.26)
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Now, considering the imperfect CSI and by substituting the values of s̃d and x̃u in

(5.25), the received signal can be written as

r̂d,j =

√
κdκBS

t

Pd

Kd

ĥH
d,j f̂d,jxd,j︸ ︷︷ ︸

Desired signal

+
√
κd

Ku∑
k=1

√
κuPu hI,jk xu,k︸ ︷︷ ︸

UL-DL interference signals

+

√
κdκBS

t

Pd

Kd

Kd∑
i=1,i̸=j

ĥH
d,j f̂d,ixd,i︸ ︷︷ ︸

DL-DL interference signals

+
√
κd

Ku∑
k=1

hI,jk ηu,k +
√
κdĥH

d,jη
t
BS −

√
κdeHd,jη

t
BS + ηd,j︸ ︷︷ ︸

Distortion noise=ηcd,j

−
√
κdκBS

t

Pd

Kd

Kd∑
i=1

eHd,j f̂d,ixd,i︸ ︷︷ ︸
Estimation error

+ nd,j︸︷︷︸
AWGN

.

(5.27)

All the additive distortions in (5.27) can be combined as ηcd,j ∼ CN (0, σ2
ηcd,j

), where σ2
ηcd,j

can be given as

σ2
ηcd,j

= (1− κdκu)a+ (1− κdκBS
t )b. (5.28)

Consequently, the SINR of the jth user can be obtained from (5.27) as in (5.29), and it is

applicable for any linear precoder, such as MRC, ZF and MMSE:

γd,j =

Pd

Kd
κdκBS

t |ĥH
d,j f̂d,j|2

Pd

Kd
κdκBS

t

∑Kd

i=1,i̸=j |ĥH
d,j f̂d,i|2 + κdκuPu

∑Ku

k=1 |hI,jk|2 + κdκBS
t Pdσ2

ed,j
+ σ2

d + σ2
ηcd,j

.

(5.29)

This will be discussed in detail for MRT and ZFT precoders.

5.5.1 Downlink Spectral Efficiency When Using MRT

For MRT linear precoder, the transmitted signals are multiplied by F̂, where f̂d,j =
ĥd,j

∥ĥd,j∥

is the jth column of F̂. Then, the SINR of the jth user (γmrt
d,j ) can be calculated as

γmrt
d,j =

Pd

Kd
κdκBS

t
(
κdκuPu

∑Ku

k=1 |hI,jk|2 + κdκBS
t Pdσ

2
ed,j

+ σ2
d + σ2

ηcd,j

)
1

∥ĥd,j∥2

+ Pd

Kd
κdκBS

t

∑Kd

i=1,i̸=j

∣∣∣∣ ĥH
d,j ĥd,i

∥ĥd,j∥ ∥ĥd,i∥

∣∣∣∣2

. (5.30)

The Jensen lower bound SE for the jth user can then be calculated as

E
{
log2

(
1 + γmrt

d,j

)}
≥ log2

1 +

(
E

{
1

γmrt
d,j

})−1
 . (5.31)

93



Lemma 5.5.1 The average DL achievable sum rate of FD MU-MIMO systems in the pres-

ence of HWIs and imperfect CSI conditions when using MRT linear precoder can be lower

bounded as

R̄d , imp
mrt,HWIs ≥

Tc − τp
Tc

Kd∑
j=1

log2

1 +
κdκBS

t Pd(M − 1)σ2
ĥ,jPd(Kd − 1)M−1

M
σ2
ĥ,j

+ 2Pd(1− κdκBS
t )
(
M−1
M+1

)
σ2
ĥ,j

+Kd

(
Pu

∑Ku

k=1 σ
2
I,jk + Pdσ

2
e,j + σ2

d

)

 .

(5.32)

Proof: See Appendix B.3.

5.5.2 Downlink Spectral Efficiency When Using ZFT

For ZFT linear precoder, the transmitted signals are multiplied by F̂, where f̂d,j =
ad,j

∥ad,j∥
is

the jth normalized column of A = Ĥd

(
ĤH

d Ĥd

)−1

, and the SINR of the jth user (γZF
d,j ) can

be calculated as

γZF
d,j =

Pd

Kd
κdκBS

t |ĥH
d,j f̂d,j|2

Pd

Kd
κdκBS

t

∑Kd

i=1,i̸=j |ĥH
d,j f̂d,i|2 + κdκuPu

∑Ku

k=1 |hI,jk|2 + κdκBS
t Pdσ2

ed,j
+ σ2

d + σ2
ηcd,j

.

(5.33)

Lemma 5.5.2 The average DL achievable sum rate of FD MU-MIMO systems in the pres-

ence of HWIs and imperfect CSI conditions when using ZFT linear precoder can be lower

bounded as

R̄d , imp
ZF,HWIs ≥

Tc − τp
Tc

Kd∑
j=1

log2

1 +
(Pd/Kd)κ

BS
t κd(M −Kd)σ

2
ĥ,j(Pd/Kd)(1− κdκBS

t )βd,jσ
2
ĥ,j

∑Kd

i=1
1

σ2
ĥ,i

+ (Pd/Kd)κ
BS
t κd

∑Kd

i=1 σ
2
e,i + Pu

∑Ku

i=1 σ
2
I,jk + σ2

d



 .

(5.34)

Proof: See Appendix B.4.
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Remark 2: The DL achievable rates of MRT and ZFT when using LMMSE and LS

estimators can be obtained by substituting (5.7), (5.10), in (5.32) and (5.34), respectively.

Also, many special cases can be found in Tables 5.3 and 5.4.

The results in Lemmas 5.5.1 and 5.5.2 in the DL scenario agree with the one obtained

in Lemmas 5.4.1 and 5.4.2 in the UL scenario. Also, the hardware imperfection at the UL

side does not affect the DL SE, as no UL HWI terms can be seen in (5.32) and (5.34).

As it is expected that future wireless communication systems have to support a large

number of devices. In this context, it is worth mentioning that the presented findings

can support the FD MU-MIMO system scalability and expansion. The results provided

in Lemmas 5.4.1, 5.4.2, 5.5.1 and 5.5.2, and Tables 5.1, 5.2, 5.3 and 5.4 are valid for any

number of users and antennas.
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,k
+
∑ K

u
i=

1
,i
̸=
k
β
u
,i
+

P
d
σ
2 s
+
σ
2 u

P
u

+
σ
2 e
,k

) .

P
er

fe
ct

C
SI

an
d

H
ar

dw
ar

e
R̄

u
,
p
er

m
rc
,i
d
ea

l
≥
∑ K u k

=
1
lo
g
2

( 1
+

P
u
(M

−
1
)β

u
,k

P
u
∑ K

u
i=

1
,i
̸=
k
β
u
,i
+
P
d
σ
2 s
+
σ
2 u

) .

P
er

fe
ct

C
SI

w
it

h
H

W
Is

R̄
u
,
p
er

m
rc
,H

W
Is
≥
∑ K u k

=
1
lo
g
2

( 1
+

κ
B
S

r
κ
u
P
u
(M

−
1
)β

u
,k

P
u
∑ K

u
i=

1
,i
̸=
k
β
u
,i
+
2
P
u
(1
−
κ
B
S

r
κ
u
)
M

−
1

M
+
1
β
u
,k
+
P
d
σ
2 s
+
σ
2 u

) .

Im
pe

rf
ec

t
C

SI
,L

M
M

SE
es

ti
m

at
io

n
R̄

u
,
im

p
,L
M
M
S
E

m
rc
,i
d
ea

l
≥

T
c
−
τ p

T
c

∑ K u k
=
1
lo
g
2

( 1
+

τ p
P
u
(M

−
1
)β

2 u
,k

(τ
p
P
u
β
u
,k
+
σ
2 u
)( ∑

K
u

i=
1
,i
̸=
k
β
u
,i
+

P
d
σ
2 s

P
u

) +
β
u
,k
(τ

p
+
1
)σ

2 u
+

σ
4 u

P
u

) .

an
d

pe
rf

ec
t

ha
rd

w
ar

e

Im
pe

rf
ec

t
C

SI
,L

S
es

ti
m

at
io

n
R̄

u
,
im

p
,L
S

m
rc
,i
d
ea

l
≥

T
c
−
τ p

T
c

∑ K u k
=
1
lo
g
2

( 1
+

(M
−
1
)(
τ p

P
u
β
k
−
σ
2 u
)

τ p
P
u
∑ K

u
i=

1
,i
̸=
k
β
i
+
τ p

P
d
σ
2 s
+
(τ

p
+
1
)σ

2 u

) .

an
d

pe
rf

ec
t

ha
rd

w
ar

e

96



Ta
bl

e
5.

2:
Lo

w
er

bo
un

ds
of

th
e

up
lin

k
ac

hi
ev

ab
le

su
m

ra
te

s
w

he
n

us
in

g
ZF

R
/Z

F
T

.

S
ce

n
ar

io
M

at
h
em

at
ic

al
ex

p
re

ss
io

n

Im
pe

rf
ec

t
C

SI
an

d
H

W
Is

R̄
u
,
im

p
Z
F
,H

W
Is
≥

T
c
−
τ p

T
c

∑ K u k
=
1
lo
g
2

( 1
+

κ
B
S

r
κ
u
P
u
(M

−
K

u
)σ

2 ĥ
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Figure 5.5: Average SE of DL/UL FD MU-MIMO when M = [10 − 100], Kd = Ku = 8,

κ = 1, 0.92, and Pd = Pu = 0 dB.
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(a) MRC with imperfect CSI.
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Figure 5.6: Average SE of DL/UL FD MU-MIMO when M = [10 − 100], Kd = Ku = 8,

κ = 1, 0.92, and Pd = Pu = 5 dB.

5.6 Simulation Results and Discussion

In this section, computer simulations were conducted to validate the theoretical derivations

presented in this work. Without loss of generality and unless otherwise specified, it is
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(a) MRC with perfect/imperfect CSI.
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Figure 5.7: Average SE of FD MU-MIMO for a different number of users considering

perfect/imperfect CSI and ideal/impaired hardware. Here, M = [10 − 100], κ = 1, 0.92,

and Pd = Pu = 5 dB.

assumed that κ = κBS
t = κBS

r = κu = κd, σ2
d = σ2

u = 1, and σ2
Ij,k

= 0.01, βu,k = βd,j =

1, ∀k ∈ [1, 2, · · ·Ku] and ∀j ∈ [1, 2, · · ·Kd]. Pilot sequences of length τp = Kd + Ku (the

minimum training for orthogonal pilots) are used for CSI estimation from UL pilots and

Tc = 196 as in [4]. σ2
s(Pd, κ

BS
r , κBS

t )3. The ideal hardware is denoted by κ = 1. It is

important to mention that the analysis is general and not restricted to these values.

Different sets of system parameters are used in Figs. 5.5 and 5.6 to verify the analytical

results. As can be seen from these simulations, the obtained bounds closely resemble the

exact ones for all studied cases (i.e., perfect and imperfect CSI with ideal and impaired

hardware). Fig. 5.5 shows that when using a large number of antennas (e.g., M = 100),

ZFR/ZFT technique achieves significant improvements compared to MRC/MRT because of

its ability to eliminate the interference. On the other hand, when using a small number of

antennas (e.g., M = 10) and serving a relatively large number of users (e.g., Kd = Ku = 8),

both techniques achieve comparable performance. This can be explained from (5.22), (5.32),

3The residual SI power depends on the transmitted power and the BS transceiver hardware quality [139].

σ2
s =

(
1− Pdκ

BS
r κBS

t

Pd+σ2
u

)
. In this analysis, a very long coherence time and minimum pilot symbols are assumed,

making the overhead required for CSI exchange negligible.
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Figure 5.8: Average SE of FD MU-MIMO for a different number of users considering

perfect/imperfect CSI and ideal/impaired hardware. Here, SNR =Pu

σ2
u
= Pd

σ2
d
, M = 30, and

κ = 1, 0.92.

(5.24) and (5.34). In (5.24) and (5.34) the ZFR/ZFT has (M −Ku) and (M −Kd) factors

in the numerator which decreases its performance when increasing the number of users. In

contrast, Ku and Kd do not appear in the numerator of MRC/MRT as it can be seen in

(5.22) and (5.32). Fig. 5.6 confirms the previous results. Additionally, the performance

is worsened due to channel estimation errors. It also shows that as expected from the

analytical results, LMMSE estimation outperforms LS one. Finally, all the simulation

results agree with the theoretical one.

Fig. 5.7 plots the SE against the number of transmit antennas, considering a different

number of DL/UL users for both ideal and impaired systems when the system has perfect

and imperfect CSI. The performance of FD MU-MIMO is significantly improved by increas-

ing the number of BS antennas and when serving more users. It also shows that the HWIs

have detrimental effects on the system performance, which worsen in the case of imperfect

CSI. Moreover, the ZF (illustrated in Fig. 5.7b) outperforms the MRC (illustrated in Fig.

5.7a) because it mitigates the interference.

Fig. 5.8 plots the SE against the transmit power considering MRC and ZR scenarios

102



0.9 0.91 0.92 0.93 0.94 0.95 0.96 0.97 0.98 0.99 1

0

10

20

30

40

50

60

70

M=10.

M=100.

Figure 5.9: Average SE of FD MU-MIMO vs. HWIs levels when Pd = Pu = 10 dB,

Kd = Ku = 4, and at different number of BS antennas.

for both ideal and impaired systems while assuming perfect and imperfect CSI. This figure

shows that at the high SNR region, the performance is saturated for both MRC and ZF

due to the HWIs. Furthermore, in the case of ideal hardware, the performance of the MRC

is upper-bounded due to interference. In contrast, the ZF is able to tackle this thanks to its

interference mitigation capability. Interestingly, increasing the number of users enhances

the performance while, at the same time, it speeds up the system saturation for MRC (since

the interference also increases). Focusing on the power budget, it can be seen that there is

no noticeable improvement in the SE for the ideal MRC system when the SNR reaches 16

dB. This value shifts left, to 10 dB, for the impaired system when Kd = Ku = 8 users.

Fig. 5.9 shows the system performance when Kd = Ku = 4 users, the number of

transmit antennas M = [10, 100], and the HWIs levels κ = [0.9 − 1]. This figure confirms

that the HWIs have a negative impact on the performance of MRC and ZF under perfect

and imperfect CSI. ZF achieves a considerable gain compared to MRC, but its performance

degrades faster. This figure also illustrates that, for the ideal hardware, when using a high
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Figure 5.10: Average SE of FD MU-MIMO vs. HWIs levels when Pd = Pu = 10 dB,

M = 30, and at different number of DL/UL users.

transmit power, both estimations (LMMSE and LS) achieve comparable performance. In

contrast, the HWIs affect both estimators, having more of an impact on the LS estimator.

Fig. 5.10 shows that the system performance can be dramatically increased by serving

more users for both MRC and ZF scenarios. Two important things affect the obtained gain,

the channel estimation errors and the HWIs. In the case of ideal hardware and perfect CSI,

increasing the number of DL/UL users from 2 to 8 increases the performance from 29.5

to 95.2 bits/s/Hz for the ZF scenario. However, the performance decreases to 52.93 from

95.2 bits/s/Hz when κ = 0.9 (with perfect CSI). In addition, the performance decreases to

30.36 and 26.57 bits/s/Hz when κ = 0.9 (with imperfect CSI and using LMMSE and LS

estimation, respectively). The same trends can be seen in the MRC scenario.
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5.7 Conclusion
This work discussed the lower-bound spectral efficiency of the FD MU-MIMO system under

practical operating conditions. It studied the effects of the residual hardware impairments

and the channel estimation errors. Mathematical frameworks for the average lower bound

DL/UL spectral efficiencies are obtained for MRC/MRT and ZFR/ZFT schemes when using

LMMSE/LS estimators. Comprehensive analyses were conducted to validate the presented

findings. The performance analysis section presented the spectral efficiency expressions for

all special cases when the system is affected/non-affected by hardware impairments or/and

the channel estimation errors. The results showed that the performance of the FD MU-

MIMO systems can be significantly improved by serving more users and by increasing the

number of transmit antennas as well. ZF scenario can efficiently remove the inter-user-

interference but cannot eliminate the impact of the hardware impairments. Moreover, the

hardware quality causes an error floor in the channel estimation even at high transmission

power, which can be mitigated by increasing the number of pilots.
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Chapter 6

Conclusions and Future Work

6.1 Conclusions

This thesis investigates the potential of promising technology of FD systems for next-

generation wireless communication networks. It studies many aspects that affect the sys-

tem performance in terms of SE and EE. More precisely, it analyzes the performance of

FD systems in presence of HWIs under different scenarios. Furthermore, the fading chan-

nels are modeled by Nakagami-m and Rayleigh distributions. The analyses have been

done assuming perfect and imperfect CSI. Moreover, MRC/MRT and ZFR/ZFT linear

detectors/precoders are used at the BS. For the channel estimation, the LMMSE and LS

estimations are used.

In the first scenario, this thesis studies the performance of FD SISO communication

systems when all system terminals have non-ideal transceivers. The average UL and DL

lower bounds of the achievable rates assuming all fading channels follow Nakagami-m dis-

tribution are derived and verified by the simulations. The results show that the analytical

and the simulation match. They also show that the HWIs degrade the performance and the

SE is upper-bounded due to the HWIs even if the transmit powers grow boundlessly. Then

a power allocation optimization problem that maximizes the average FD SE and EE con-

sidering QoS and power budget constraints is formulated. Next, the optimization problem

is solved by using the fractional programming theory and the KKT conditions technique
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and a novel algorithm is proposed. The proposed solution exploits the channels’ statistics

rather than the instantaneous channels’ states which reduces the system’s complexity. The

results show that considerable improvements are obtained in SE and EE system perfor-

mance when using the proposed solution. In addition, it is important to employ proper

power allocation to keep the FD systems spectrum and energy efficient.

In the second scenario, this thesis studies the performance of FD MIMO communica-

tion systems under non-ideal transceivers. Closed-form expressions for the lower bounds of

the FD UL and DL achievable rates are obtained and compared with the HD ones. Next,

many power allocation optimization problems are formulated that aim to achieve different

objectives, such as maximizing the average FD SE, max-min SE, EE and max-min EE

while fulfilling the QoS and power budget constraints. The max-min objective functions

are formulated to assure fairness between users. Then these problems are solved by propos-

ing different algorithms to find the optimal UL and DL transmit powers. A combination of

optimization techniques is used in solving these optimization problems such as the Dinkel-

bach approach, transformation, and the KKT conditions. Moreover, an easier solution is

proposed for maximizing the SE. The proposed solutions are compared with the exhaustive

search ones and the results show a match in performance. The results also show that the

average FD SE saturates due to the HWIs and the interference. Moreover, transmitting

the maximum power is not the optimal solution for FD systems, especially when there are

QoS and power budget requirements. Importantly, the SE algorithm achieves a higher gain

when higher power budgets are available while the EE does not. The proposed algorithms

achieve a significant gain. Interestingly, the impaired FD systems are superior to the ideal

HD systems when there is an excellent SI cancellation.

In the third scenario, this thesis studies the performance of FD MU-MIMO communica-

tion systems considering practical operation conditions. Besides non-ideal transceivers and

the multiple antennas, it considers multiple UL and DL users and imperfect CSI. It studies

the impact of the residual HWIs and the channel estimation error on the average UL and

DL achievable sum rates of FD MU-MIMO systems. In the same context, it discusses the

effects of HWIs on the MSE of channel estimation. It uses MRC/MRT and ZFR/ZFT lin-

ear detectors/precoders at the BS while it uses LMMSE and LS estimations to estimate the
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channel at the BS from UL pilots. Mathematical frameworks for the average UL and DL

SE lower bounds under the considered conditions are presented. Moreover, closed-form ex-

pressions for all special cases including ideal/impaired systems assuming perfect/imperfect

CSI when using LMMSE and LS estimations are provided. The results show that the FD

MU-MIMO systems are efficient and can be improved when increasing the number of BS

antennas alongside serving more users. The results also show that the IUI can be efficiently

eliminated when using the ZF technique and a significant improvement can be obtained in

the performance compared with the MRC technique. Regarding the MSE of the estimated

channel, the analysis proved that there is an error floor in the channel estimation even if

the transmit power grows boundlessly due to the HWIs. Fortunately, it can be mitigated

by increasing the number of training pilot symbols. Finally, LMMSE and LS estimators

for the FD MU-MIMO systems considering non-ideal transceivers are designed.

6.2 Future Work

There are still several opportunities and challenges related to the FD communication sys-

tems. New wireless technologies have been emerged recently. For example, the RIS technol-

ogy has been proposed as a game player in wireless communications to provide an affordable

and spectral-energy efficient system. The potential of FD alongside RIS is still an open area

to explore. By exploiting the benefits of RIS technology, the proposed work presented in

the thesis can be further enhanced to improve the performance of FD SE and EE systems.

Another promising technology is massive cell-free MIMO, in which multiple wireless APs

cooperate to jointly serve the users by exploiting coherent signal processing. Studying the

benefits and feasibility of combining the FD and massive cell-free MIMO technologies is

still an attractive topic among researchers. The unmanned aerial vehicle (UAV)s also have

emerged as promising solutions to overcome the challenges that face traditional terrestrial

communication. They are reliable and cost-effective with inherent benefits such as diver-

sity, flexibility, and altitude adaptability. Applying FD technology on the UAV is a hot

topic to investigate. Studying machine-to-machine and internet-of-things applications with

FD technology can also be considered another new research topic.
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A good starting point to enhance the current work and achieve considerable improve-

ments in the FD systems is suggested by studying additional precoding and decoding

techniques such as MMSE and regularized zero-forcing (RZF). In addition, finding optimal

precoders and decoders that can cancel all the interference (i.e., SI, IUI and the interference

among the UL users as well as the DL users) and applying them on FD MU-MIMO systems

is expected to achieve remarkable improvements in the performance.

Proposing power allocation optimization solutions for FD MU-MIMO systems to max-

imize both the SE and EE simultaneously which can be viewed as a multi-objective opti-

mization is an interesting point to study. Moreover, formulating an optimization problem to

maximize the performance for all users in the FD MU-MIMO systems and proposing novel

algorithms is also another good starting point. Using machine learning and deep learning

are also can be considered as future work. These techniques can be used in developing the

proposed algorithms and provide intelligent and smart systems with less complexity which

contribute to improving the performance of the FD MU-MIMO systems.
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Appendix A

Proofs of Lemmas in Chapter 4

A.1 Proof of Lemma 4.3.1

Using Jensen’s inequality, we can get the following bounds:

E {log2 (1 + γu)} ≥ log2

(
1 +

(
E
{

1

γu

})−1
)
. (A.1)

Here, from (4.8), the term E
{

1
γu

}
can be calculated as

E

{
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κBS
t
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uHSIhd
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{
hH
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r κuPu∥hu∥4

}
. (A.2)

The first term can be calculated as

E

{
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, (A.3)

where, E
{

1
∥hu∥2

}
= mu

(Mmu−1)Ωu
, for Mmu ≥ 2. Because 1

∥hu∥2 follows inverse of sum of

Gamma distribution.

The second term can be obtained by calculating
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Here, A is correlated with ∥hu∥4 but B is independent of ∥hu∥4. Hence, (A.4) can be

separated into two parts, where the first part can be calculated as

E

{(
1− κBS

r κu
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}
=
(
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. (A.5)

The second part can be calculated using the following equality

E
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u |2
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∀l ∈ {1, · · · ,M}. (A.6)
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By combining the two parts in (A.5) and (A.7) we obtain

E
{
hH
uCηhu

∥hu∥4

}
=

(mu + 1)
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r κu
)
Pu

(Mmu + 1)
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t )PdmuΩs

(Mmu − 1)Ωu

. (A.8)

Using (A.8), the second term can be given as

E
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hH
uCηhu

κBS
r κuPu∥hu∥4
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Consequently, Combining (A.3) and (A.9) we obtain

E
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. (A.10)

Substituting (A.10) in (A.1) ends up with the result in (4.9).

A.2 Proof of Lemma 4.3.2

Using Jensen’s inequality, we can get the following bounds:

E {log2 (1 + γd)} ≥ log2

(
1 +

(
E
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1

γd

})−1
)
. (A.11)
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Notice that hI and hd are independent. Then, from (4.14), the term E
{

1
γd

}
can be calcu-

lated as
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The first term can be calculated as
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The second term is given as
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Substituting (A.15) in (A.11) ends up with the result in (4.16).

A.3 Proof of Lemma 4.4.1

Here, (4.33a) and (4.33b) are obtained from the fact that as Pd and Pu grow without bound,

R̄d and R̄u are upper bounded as
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Since (A.16) and (A.17) are the maximum system achievable rates, then the required QoS

should be less than them. Consequently,

R̃d
th ≤ log2
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Furthermore, (4.33c) and (4.33d) are obtained from solving (4.29b) and (4.29c), as such
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After that, we obtained (4.33c) and (4.33d) by solving (A.18) and (A.19) for Pd and Pu.

Where the solution can be given as
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power values that achieve the minimum required QoS.
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Appendix B

Proofs of Lemmas in Chapter 5

B.1 Proof of Lemma 5.4.1

Using Jensen’s inequality, we can get the following bounds

E {log2 (1 + γ)} ≥ log2

(
1 +

(
E
{
1
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})−1
)
. (B.1)

Here, in the UL scenario and considering MRC/MRT linear combining/precoding, from

(5.20), the term E
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can be calculated as
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ĥH
u,kCηĥu,k
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where E
{

1

∥ĥu,k∥2

}
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for M ≥ 2 [4]. The first term can be calculated as
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Using the result in (B.3), the first term can be calculated as
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The second term can be obtained by calculating
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u,kBĥu,k
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Here, A is correlated with ∥ĥu,k∥4 but B is independent of ∥ĥu,k∥4. Hence, (B.5) can be

separated into two parts, where the first part can be expressed as
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ĥu,k

+
Ku∑
i=1

σ2
eu,i

(M − 1)σ2
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ĥu,k

)
. (B.8)

By combining the two parts in (B.6) and (B.8), the second term can be given as
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Now, combining (B.4), (B.9), and substituting them in (B.2), the average SINR can be

calculated as

E
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γmrc
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}
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Finally, substituting (B.10) in (5.21) ends up with the result in (5.22).

B.2 Proof of Lemma 5.4.2

Using Jensen’s inequality in (B.1), we can get the SE lower bound in UL scenario under

ZFR/ZFT linear precoding. Then, from (5.23), the term E
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can be calculated as
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where E {∥wu,k∥2} = 1
(M−Ku)σ2

ĥu,k

, for M ≥ Ku + 1 [4]. The first term can be obtained

by considering the fact that the combining wu,k, precoding f̂d,j vectors and the residual SI

channels are independent [13], and by calculating the following expectation
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Therefore, the first term can be given as
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The second term can be obtained by calculating the following expectation
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The first part can be calculated as
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)
E
{
wH

u,kAwu,k

}
=
(
1− κBS

r κu
)
Pu

Ku∑
i=1

(
E

{
M∑
l=1

|w(l)
u,k|

2|h(l)
u,i|2
})

≈
(
1− κBS

r κu
)
Pu

Ku∑
i=1

M∑
l=1

E
{
|w(l)

u,k|
2
}
E
{
|h(l)

u,i|2
}

=
(
1− κBS

r κu
)
Pu

(
Ku∑
i=1

βu,i

(M −Ku)σ2
ĥu,k

)
, (B.15)

where w
(l)
u,k is the lth element of wu,k. We used the approximation E

{
|wl

u,k|2|hl
u,i|2
}

≈

E
{
|wl

u,k|2
}
E
{
|hl

u,i|2
}
, because it is very difficult to find and it has a very small value

compared to the other terms, rendering its effect negligible. We verified this by simulation,

where Fig. 5.5b and 5.6b show that both the exact and the approximated match (the green

curves) for both the perfect and imperfect CSI.

The second part can be calculated as

(1− κBS
r κBS

t )E
{
wH

u,kBwu,k

}
=
(
1− κBS

r κBS
t

) Pd

Kd

Kd∑
j=1

E

{
M∑
l=1

|w(l)
u,k|

2

M∑
i=1

∣∣∣Hl,i
SIf̂

(i)
d,j

∣∣∣2}

= (1− κBS
r κBS

t )Pd

(
σ2
s

(M −Ku)σ2
ĥu,k

)
. (B.16)

By combining the two parts in (B.15) and (B.16), the second term can be given as

E
{
wH

u,kCηwu,k

}
κBS
r κuPu

=
1

(M −Ku)σ2
ĥu,k

((
1− κBS

r κu
)

κBS
r κu

Ku∑
i=1

βu,i +
(1− κBS

r κBS
t )Pd

κBS
r κuPu

σ2
s

)
. (B.17)

The third term can be given as(
Ku∑
i=1

σ2
eu,i

+
σ2
u

κBS
r κuPu

)
E
{
∥wu,k∥2

}
=

(
Ku∑
i=1

σ2
eu,i

+
σ2
u

κBS
r κuPu

)
1

(M −Ku)σ2
ĥu,k

. (B.18)

Finally, combining (B.13), (B.17), (B.18), and substituting them into (B.11), the SINR can

be calculated as

E

{
1

γZF
u,k

}
=

Pu(1− κBS
r κu)

∑Ku

i=1 βu,i + Puκ
BS
r κu

∑Ku

i=1 σ
2
e,i + Pdσ

2
s + σ2

u

κBS
r κuPu(M −Ku)σ2

ĥ,k

. (B.19)

Finally, using (B.19) ends up with the result in (5.24).
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B.3 Proof of Lemma 5.5.1

Using Jensen’s inequality in (B.1), we can get the SE lower bound in DL scenario under

MRT linear precoding. Then, from (5.30), the term E
{

1
γmrc
d,j

}
can be calculated as

E

{
1

γmrc
d,j

}
=E


Kd∑

i=1,i̸=j

∣∣∣∣∣ ĥH
d,j ĥd,i

∥ĥd,j∥ ∥ĥd,i∥

∣∣∣∣∣
2
+KdE

{
Puκ

u

PdκBS
t

Ku∑
k=1

|hI,jk|2 +
σ2
d

PdκdκBS
t

+ σ2
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}
×

E

{
1

∥ĥd,j∥2

}
+ E

{
Kdσ

2
ηcd

PdκdκBS
t ∥ĥd,j∥2

}
. (B.20)

The first term can be calculated by utilizing the fact that
∣∣∣∣ ĥH

d,j ĥd,i

||ĥd,j || ||ĥd,i||

∣∣∣∣2 is beta-distributed

with parameters 1 and (M − 1) [140], which implies that the expectation is 1
M

.

E


Kd∑

i=1,i̸=j
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2
 =

Kd − 1

M
. (B.21)

Notice that hI and ĥd,j are independent. Therefore, the second term can be calculated as

KdE

{
Puκ

u
∑Ku

k=1 |hI,jk|2

PdκBS
t

+ σ2
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d
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d
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. (B.22)

The third term can be calculated as

E
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2
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d,j

∣∣∣4
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=
Kd(1− κdκu)Pu

∑Ku
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2
I,jk

PdκdκBS
t (M − 1)σ2

ĥd,j

+
2(1− κdκBS

t )

κdκBS
t (M + 1)
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Kd(1− κdκBS

t )σ2
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κdκBS
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(1− κdκBS

t )(Kd − 1)
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(B.23)

where
∑M

l=1

∣∣∣∣ ĥl
d,j

∥ĥd,j∥

∣∣∣∣4 = 2
M+1

, and E
{

|ĥl
d,j |

2

∥ĥd,j∥4

}
= 1

M(M−1)σ2
ĥd,j

. ∀l ∈ {1, · · · ,M}. Now,

combining (B.21), (B.22), (B.23), and substituting them in (B.20), the average SINR can
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be calculated as

E
{

1

γmrc
d

}
=

Pd(Kd − 1)M−1
M

σ2
ĥ,j

+ 2Pd(1− κdκBS
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(B.24)

Finally, substituting (B.24) in (5.31) ends up with the result in (5.32).

B.4 Proof of Lemma 5.5.2

Using Jensen’s inequality in (B.1), we can get the SE lower bound in the DL scenario under

ZFT linear precoding. Then, from (5.33), the term E
{

1
γZF
d,j

}
can be calculated as

E

{
1

γZF
d,j

}
=KdE
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.

(B.25)

By noting that f̂d,j =
ad,j

∥ad,j∥
is the normalized jth column of A = Ĝd

(
ĜH

d Ĝd

)−1

and

ĥH
d,jad,j = 1 and ĥH

d,jad,i = 0 ∀j ̸= i. Utilizing the fact that E {∥ad,j∥2} = 1
(M−Kd)σ

2
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and

hI,jk and ad,j are independent. The first term can be given as
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The second term can be calculated as
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ĥd,j

+
(1− κdκBS

t )βd,j

κdκBS
t (M −Kd)

Kd∑
i=1,i̸=j

1

σ2
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where the second and third terms of (B.27) are obtained assuming that h
(l)
d,i and h

(l)
d,j are

independent ∀i, j ∈ [1, · · · , Kd] and ∀l ∈ [1, · · · ,M ], and E
{
∥ad,j∥2

∥ad,i∥2

}
→ 1. We verified this

by simulation, where Fig. 5.5b and 5.6b show that both the exact and the approximated

are matched (the red curves) for both perfect and imperfect CSI.

Now, after combining (B.26), (B.27), doing some mathematical manipulations, and

substituting them into (B.25), the average SNIR can be given as

E

{
1
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d,j

}
=

(Pd/Kd)(1− κdκBS
t )βd,jσ

2
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.

(B.28)

Finally, using (B.28) results in (5.34).
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