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“To go beyond your capacity: sure, why not, and most likely doable. However, at the

expensive cost of losing parts of yourself. ”

(The Great Sina)



Abstract

Geomagnetically Induced Currents (GICs), which are generated due to Geomagnetic

Disturbances (GMDs), can saturate the cores of power transformers and their associated

Current Transformers (CTs). To avoid maloperation of Transformer Differential relays

in the presence of GICs, this family of relays is often equipped with Harmonic Blocking

(HB) or Harmonic Restrain (HR) functions. These two functions, however, negatively

impact the sensitivity and dependability of differential relays during GICs. Thus, if an

internal fault occurs in the presence of GICs, it might remain uninterrupted. On this

basis, this study proposes an auxiliary framework for single-phase transformers or three-

phase transformer banks to address the above-mentioned issues for differential relays and

their CTs without sacrificing the sensitivity and/or speed of differential protection. This

framework benefits from the Linear Parameter Varying (LPV) state-space equations

of CTs and power transformers, and convert them to their polytopic form. Then, it

employs LPV observers to estimate the states of the transformer and its CTs. To

counter CT saturation, the framework precisely calculates the primary currents of CTs

based on their secondary currents, allowing the differential scheme to use the estimated

primary currents rather than distorted secondary currents. Furthermore, the proposed

framework detects internal faults by comparing the estimated primary current of the

transformer with the measured one. The difference between the estimated and measured

currents is almost zero when no internal fault is present during GMDs; however, the

discrepancy between the two grows as soon as an internal fault occurs. The effectiveness

of the proposed framework is validated through simulations in Electromagnetic Transient

Program (EMTP).
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Chapter 1

Introduction

Geomagnetic Disturbances (GMDs) are a natural phenomenon that frequently occurs to

the earth’s magnetic shield and surface layers. They potentially can bring about various

complications in man-made infrastructures such as railways, wired phone lines, radio

communications and in particular in the power grid and its equipment [1].

In a power grid network, power transformers are critical elements with versatile uses

such as power distribution for effective electrical energy transfer, Direct Current (DC)

isolation and voltage regulation. The large size, price, and critical role of power trans-

formers makes their maintenance an important task that requires careful deliberation;

thus protection of transformers against damages is of great concern. It has been shown

that GMDs can have negative impacts on power transformers operation and protection

[2, 3]. This study in particular focuses on this issue and addresses its challenges.

In the following sections, first a brief explanation of the GMD phenomenon and its

underlying process is provided to further familiarize the readers with origins of GMD

and its process. This is then followed by a detailed description presenting how GMD

leads to Geomagnetically Induced Currents (GICs) on the power grid and the harms it

introduces to power transformers and their differential protection; giving out the notion

of the problem investigated in this study. Afterwards, the literature review, research

gaps, and objective are sequentially presented in the remaining of this chapter.

1.1 GMD Phenomenon: Background

GMDs are stemmed from the frequent interactions between solar storms and the mag-

netic shield of the earth, and their origins is attributed back to the interplay of matter

in the Sun; where solar storm radiations are generated. In cases where the particles and

1
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energy within the solar storms are directed towards earth, they make contact with it

and interact with its outer surface, leading to creation of both electrical and magnetic

variations in the upper layers of atmosphere. These in turn result in magnetic variations

on the surface and give rise to GMDs [4–6].

Accordingly, comprehending the GMD phenomenon entails an understanding of the

underlying aspects regarding solar storms and earth’s outer atmosphere. In the following,

these concepts that are primarily drawn from the planetary science field are explored.

The following first introduces the Sun’s structure to locate the Corona layer, then it

describes sunspots which are birthplace of solar storms. Next comes an explanation of

the solar storms content, i.e. Coronal Mass Ejections (CMEs) and Co-rotating Interac-

tion Regions (CIRs). Subsequently, for getting acquainted with frequency and temporal

relation of severity of solar storms, the following brings up the solar cycle notion and a

description of the earth’s outer layers and magnetic field proceeds it. Having all of these

information allows us to the unfold the GMD process.

Sun structure and Sunspots

Sun is a giant star made of charged hot gases and plasma and it is mainly divided by an

inner (core) and an outer layer. The outer layer is comprised of the several layers itself

that includes Photosphere layer, Chromosphere layer, Transition region, and Corona

layer as the outmost layer with no upper limit. Fig 1.1 [7, 8] (a) shows these layers.

Corona layer is not easily visible and consists of plasma [7, 9, 10].

(a) (b)

Figure 1.1: A) Sun Layers B) Sunspots - credit: NASA [7, 8]

Spatio-temporal variations of matter reactions inside the sun cause intense magnetic

fields to appear on the surface of sun, prohibiting heat inside the sun from reaching

out to the surface. As a result, these areas take form of sunspots; dark regions where
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temperature is lower than their surrounding. Fig. 1.1 (b) demonstrates sunspots as the

dark regions on the surface of the Sun. [10, 11].

Coronal Mass Ejections (CMEs) and Co-Rotating Interaction Regions (CIRs)

Outer layer of sun, Corona, is mostly made of very hot plasma and gases. These plasma

material also contain magnetic fields, since plasma is a perfect conductive fluid and

according to Alfven’s frozen theorem, they carry the magnetic field with themselves.

Often, bubbles of plasma and gas burst out of Corona layer which are called Coronal

Mass Ejections (CMEs) [12, 13]. These CMEs may reach the earth two or three days

after the bursting (when directed towards earth). Sunspots also can intensify these

ejections. When magnetic field in the sunspot regions reconnect or reorganize, the

stored energy of those magnetic fields discharges and it causes a huge release of energy,

radiation bursts, typically in the form of heat, light, and electromagnetic energy (such

as X-rays), and flares that accelerate the material on sun’s Corona (mostly plasma),

pushing them outward from sun into space [14]. Solar winds are streams of these CME

particles with different speeds. When high speed CMEs (around 800km/s) interact with

low speed (around 300km/s) ejections, they form co-rotating interaction regions (CIRs).

Both CME and CIRs affect the earth, and they are both considered solar storms [8, 15]

Solar Cycle

The interactions inside the sun lead to magnetic poles of sun being interchanged almost

every 11 years, which affects the sunspot occurrences. During this 11-year period, there

are times when sunspot incidents occur frequently (called Solar Maximum) and times

when these activities are much lower and sun’s surface is more quite (called Solar Mini-

mum). Each solar cycle has one solar maximum and one solar minimum, as the historical

recordings suggest. Severe solar storms can possibly occur at any time during the cycle,

and solar minimum or maximum doesn’t necessarily imply the severity. Nevertheless,

CMEs are dominant during solar maximum and CIRs usually occur during solar mini-

mum and the likelihood of GMD events are higher during solar maximum [16–18]. Fig.

1.2 [19] shows the recorded number of sunspots during solar cycle 23 to corroborate on

the solar maxima and minima points.

Earth Magnetic shield and Surface Layers:

Earth is a giant magnetic dipole. These magnetic field lines on the surface protect us

against solar and cosmic radiations via deflection of particles and atoms; thus making
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Figure 1.2: Solar maximum and minimum via sunspot numbers for solar cycle 23-25
[19]

earth habitable. Earth has an upward magnetic field, with N pole being located at the

south of earth and S pole being located at north near arctic. The magnetic field area

that covers surface of the earth is called Magnetosphere and it shown in Fig. 1.3 [20, 21]

where white clouds represent the magnetic field lines. As can be seen in the figure,

magnetosphere is compressed on the side of earth facing sun and is stretched on the

night-side [20, 22].

(a) (b)

Figure 1.3: (A) Magnetosphere; Magnetic shield of the Earth, (B) Atmospheric layers
of Earth [20, 21]

Earth has several layers on its surface above the ground including the magnetosphere.

Out of which, Ionosphere is of concern in this study. Ionosphere is located on earth’s
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atmosphere, roughly at 50 km to 965 km from the ground and is ionized, meaning that

it is electrically conductive. Ionosphere has overlaps with magnetosphere, and has four

layers named D, E, Es, and F. In layer E, there are Electro-Jets (huge electrical currents)

carrying through [23].

1.2 GMD Process and GIC

As previously stated, GMD in broad terms is referred to as the outcome of interactions

between solar storms and the magnetic shield of the earth, causing the magnetic field

variations near the earth’s surface. Nevertheless, there are additional details involved

in the occurrence of GMD. More precisely, GMD is modelled with electric fields - or

geo-electric fields in this context - relating to the variations in magnetic potential vector

(A). Fig. 1.4 delineates chronically the events leading to a GMD and the way GICs are

created as a result of GMD.

Solar Winds
CME colliding 

Magnetosphere
Magnetic 

Reconnection
Electro-Jet 

currents

Electric 
Field

Transmission 
Lines

GIC

𝐸 = −
𝜕𝐴

𝜕𝑡
− 𝛻𝜑

•Magnetic Potential 
Vector (A)

•Charge Distribution 
(𝜑)

Electro-
Jet 

Currents

𝑉 = න𝐸 𝑑𝑙 𝐼 =
𝑉

𝑅

𝛻𝑥𝐴 = 𝐵 , 𝛻𝑥𝐸 = −
𝜕𝐵

𝜕𝑡

(Magnetic Disturbance)

Electro-Jet Current

𝐸 𝐸 𝐸

𝐵 𝐵 𝐵

Figure 1.4: GMD process

As can be seen in the figure, solar radiation is the start of the process that leads to GMD

phenomenon. When the solar storms are directed towards and hit earth, charged parti-

cles of its content or CMEs or CIRs collide with earth’s magnetic shield (at day-side).

While some of these particles are diverted by this shield, others can effectively enter the

magnetosphere and transfer their energy onto earth via the neutral points created at

the north and south magnetic poles. Neutral points are created by virtue of solar winds’

downward magnetic field: magnetic reconnection of solar winds’ downward field with

earth’s upward field occurs and neutral points on poles are created. The particles -which
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carry electric charges- then move towards poles and branch off into spherical orbits in

ionosphere, creating disturbing Electro-Jet currents in order of millions of amperes at

the atmosphere, roughly 100 km above the surface [24] and also new charge distributions

(∆Φ). The currents induce magnetic fields along their flow rings, producing magnetic

potential vectors (A). According to Faraday’s law of induction, the varying A and ∆Φ

in turn produce geo-electric fields, which are considered as disturbances appeared on

the surface. This extra geo-electric field induces voltage along long conductors (see Fig.

1.4) and where this voltages finds a closed loop path, current flows within that conduc-

tor. These currents flowing on conductors that are evolved from the GMD are called

Geomagnetically Induced Currents (GICs) . Therefore, as a result of GMD, GICs are

induced on man-made infrastructure, particularly on the ones with long conductors such

as pipe lines, railways, and importantly power grid lines. [6, 15, 25].

1.3 GMD Duration and Metrics

This section briefly gives insight into the characteristics of GMD occurrences and quan-

tifying methods for that, aiming to better familiarize reader with the phenomenon of

GMD.

The GMD phenomenon may occur over a considerable amount of time that varies - it

can be several hours or days. When describing temporal characteristic of a GMD event

on earth, literature suggests that GMD goes through three phases [26]: initial, main

(or maximum), and recovery (or decay). The initial phase (also called sudden storm

commencement or SSC) takes few hours and the magnetic field on earth surface increases

by some degree, then it changes from increasing to decreasing and main phase begins.

At main phase, there is a sudden decrease in magnetic field, and then the recovery phase

begins. Recovery can take several days, and usually for the GMDs related to high speed

CMEs is one to two days and for the ones related to CIRs it can take many days [27].

There are a number of indexes suggested for measuring a GMD’s severity. Indexes Dst,

K, and KP are among those. K index is the maximum magnetic fluctuations during

3 hours, and has a range from 0 to 9 with 0 meaning no fluctuations and 9 showing

the highest fluctuations, meaning severe storm. When observed by several stations

around the globe and averaged, the KP is formed, which is called the planetary K-

index. Interestingly, K and KP indexes can be expressed for other planets than earth

as well. Dst is the deviation from horizontal magnetic component over a period of one

hour and is stated in unit of nT per hour. Recorded GMD events have shown Dst ranges

from -500 nT to several 1000 nT [15].
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Table 1.1: KP index and its corresponding effects - NOAA [28]

Kp Descripted 
as

Avg Frequency (11 
years)

On Power System

9 Extreme 4 days per cycle Voltage Control Problem
Protection Problem
Complete Collapse

8 Severe 60 days per cycle Voltage Control Problems
Protection Problems

7 Strong 130 days per cycle Voltage Correction
Protection False Alarm

6 Moderate 360 days per cycle Voltage Alarms
Transformer Damage

5 Minor 900 days per cycle Weak fluctuations in grid

National Oceanic and Atmospheric Administration (NOAA) has provided a scale that

maps an observed GMD with its KP index to possible effects on power systems. Table.

1.1 [28] shows parts of this scale that correspond to high KP indexes along with fre-

quency of those storms occurring [28]. According to this, past storm incident recordings

suggest that severe storms that can potentially lead to protection problems or trans-

former damage account for 13.8% of days in a solar cycle (11 years). Reports at [15] also

suggest that storms with KP indexes of 7 and 8 account for most of the storms happened

during solar cycles 23 and 24; corroborating on the possibility of strong storms in the

future.

1.4 Effects of GMD on Power Grids and Transformers

A GMD manifests itself ultimately as GICs, flowing on power grid elements. As stated

previously, GMD first prompts geo-electric field which induces considerable voltage on

long conductors along it, i.e. power transmission lines in case of a power grid. When such

lines are connected from both sides to ground, a return path through ground is provided,

enabling the GIC to flow. In grounded Y−∆ transformers, their neutral connections

provide this closed path. Fig. 1.5 depicts the induced voltage corresponding to a GMD

situation as VDC , on transmission lines. This figure shows how GIC is formed as a result

of the induced voltage and the closed path provided via two Y−∆ transformers and the

ground.

It is worth mentioning that It is not practical to avoid Y−Y connections in a grid due

to safety, technical, and protection issues.
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Figure 1.5: GIC closes its loop through YD transformers

Figure 1.6: Effect of added DC flux on magnetization curve of transformer

GIC is a very slow varying current, with a frequency range of around 0.0001 Hz to 0.1

Hz. Compared to typical power grid frequencies (60 Hz or 50 Hz) its behavior can be

viewed as a DC current component. Consequently, presence of GIC gradually adds up

a DC component on power transformer currents - which are naturally AC waveforms.

This in turn adds a DC flux to the magnetization flux of power transformers and their

associated Current Transformers (CTs) [29]. This DC flux can saturate the cores of CTs

and/or transformers. Fig. 1.6 shows how the added DC flux affects the magnetization

currents, causing high magnitude peaks within the transformer or CT. Saturation of

transformers and CTs leads to distorted current waves and elevated harmonic content

in power transformers and onto other equipment of power grid such as generators and

capacitor banks [15, 30, 31].

It has been shown that GICs can negatively impact the performance and operation of
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power grids by either damaging or causing harm and disturbances to the equipment.

Harmonics introduced due to GIC can cause capacitor banks trip out as they are sus-

ceptible to low impedance currents related to the harmonics. GIC DC current imposes

excess heating on generator rotors and provoke vibration, possibly damaging or wearing

mechanical parts. In the event of GIC, increased reactive power consumption occurs

over the grid due to the Volt Ampere Reactive (VAR) consumption of transformers in

the presence of DC components, which may even lead to black out if Static Var Com-

pensators (SVCs) cannot respond to the excess demand. There are also chances that

GMD events provoke communication losses. Global Positioning Systems (GPS) signals

may be distracted over an area -which are essential for the power grid measurements

[32] - and Power Line Carriers (PLC) may be unable to work properly [1, 33].

Due to the harmonics introduced by GICs, GMD events can potentially undermine

operation of protection systems in power grids, e.g., by delaying the operation of distance

relays or falsely tripping of generators [33, 34].

1.5 Transformer Differential Protection and Effect of GICs

on It

There are many protection schemes to protect power elements in a power grid. Fuses,

instantaneous over-current relays (element 50), time-delay over-current relays (element

51), and differential over-current relays (element 87T) are examples of such protective

equipment. Transformers are often protected with differential protection relays due to

their sensitivity and dependability, and the fact that input and output terminals of a

transformer are geographically close [35].

Based on KCL law, in an ideal transformer, all the current entering the transformer

(e.g., primary current for two-winding transformers) must flow out of it (through its

secondary winding). The differential protection relay compares the entering and exiting

currents through the element to find a difference between them. The existence of a

difference indicates a fault occurred inside the transformer, and it is no longer working

properly. Therefore, 87T relay along with a pair of circuit breakers can be used to trip

out the transformer in case of a fault occurs [35]. Fig. 1.7 show a differential protection

relay connected to a power transformer.
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Figure 1.7: Transformer Differential Protection Relay and its connection to trans-
former

The working principle of a differential relay (87T) is as follows: First, differential current

Idiff and restraining current Ires are calculated as below:

Idiff = I⃗p + I⃗s (1.1)

Ires = |Ip|+ |Is| (1.2)

In non-ideal transformers existence of losses and magnetization current initially imposes

a difference between primary and secondary currents. Moreover, there are other situa-

tions for a healthy transformer that might add up to the calculated differential current

in 87T. For instance, during energization of a transformer, inrush currents may be drawn

from its primary winding due to existence of remnant flux in the transformer . Also,

CTs used to scale-down transformer’s currents for the differential relay may not exactly

match with transformer’s ratio in practice. Thus, marginal errors may be present that

make Idiff of a protective relay non-zero during normal operation. To address this issue,

percentage differential relays are employed which have a margin of error for the differ-

ential current [35]. This margin of error is expressed by using a characteristic function

f87T (Ires). Fig. 1.8 shows an example of such a function, with a minimum pickup value

and a ramp following it. The tripping logic for differential relays is therefore defined as:

Idiff > f87T (Ires) (1.3)

where f87T (.) provides a margin or error for any operating Ires, allowing for non-ideal

transformers to be tripped out only when Idiff is more than a certain threshold. Differ-

ential relays with above working principle are employed to protect power transformers

in power grids.

Presence of GICs affects the performance of differential relays. The saturation of power

transformers and CTs due to DC components of GIC can mislead the transformer differ-

ential element (i.e., 87T) into tripping the transformer [3]. As discussed in [36, 37], this
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Figure 1.8: Basic 87T characteristic function

problem is more pronounced for single-phase transformers or three-phase transformer

banks. To address this issue for 87T element, off-the-shelf commercial relays have been

equipped with various functions, such as Harmonic Restrain (HR) and Harmonic Block-

ing (HB) [38, 39]. For instance, the relay in [38] utilizes the second, third, fourth, and

fifth harmonics for blocking unwanted pickup of 87T element during CT/Transformer

saturation, as well as during GMDs. This approach, however, disables the 87T element

during GMDs—which often take a relatively long time to disappear [27]—to avoid its

malfunction, thus leaving transformers unprotected. As a result, currently available

transformer differential protection may not detect internal faults during GMDs [3, 40].

This problem has proven through detailed time-domain simulations in [41, 42]. Thus,

there is an urge for developing a more-dependable/-secure differential protection scheme

in the presence of GICs.

1.6 Literature Review

GMD phenomenon and its effects have been given extensive attention and there are var-

ious studies carried out on them. In this section, before delving into the effects of GMD,

a brief history of the previous GMD events is forwarded to further enlighten the readers

with the geographical and historical extent of this phenomenon and recorded damages

regarding them. Afterwards, those of studies that correlate to the GMD phenomenon,

its effects on power systems and transformers, and in particular the protection of trans-

formers are given to bold the previous efforts on this topic. Moreover, efforts that are

related to the challenges pertaining to the transformer differential protection under GIC

has been given.
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1.6.1 Historic GMD Events

Sun has an active surface; solar flares and cosmic radiations from sun are occurring every

day and every moment. Historically, sunspots have been observed and recorded since

1600 and we are currently in the solar cycle 25 [43]. Copious historic GMD events have

occurred in the past and some caused considerable damage to the man-made infrastruc-

ture. Carrington solar storm in 1859 is the largest storm that has ever been recorded,

which caused failure of telegraph systems around Europe and USA [44]. In 1940, power

system failure due to GMD has been observed in the USA and Canada [45]. Later, in

March 1989, a GMD resulted in a total blackout in Québec, Canada, which impacted

6 million people, damaged two transformers, and imposed $6 billion in cost [46–48]. In

October 2003, the Halloween Storm caused problems to high-voltage power systems of

Sweden [49]. Moreover, in the past it was believed that GMD events have effects only

on high-latitude northern countries. However, recently it has been observed that the

GMDs can also impact lower latitude countries such as China and Brazil [50].

1.6.2 Effect of GIC on Power Transformers

There is a rich body of literature on the impacts of GMD on the behaviour of power

transformers and CTs. In [51], it has been demonstrated through modeling and labora-

tory tests that CTs can saturate and their excitation current increases in the presence of

GICs. Additionally, the impact of GIC on the excitation currents and harmonic behavior

of single- and three-limb transformers is discussed in [37]. Reference [31] demonstrates

that power transformers under GIC tend to highly increase their harmonic content with

the increase of GIC magnitude. Moreover, it has been shown that although both odd

and even harmonics are produced during GMDs, the second harmonic is a prominent

indicator of GIC. Although these papers illustrate the nature and impacts of the GMD,

they do not propose any solution for detecting and mitigating GICs.

1.6.3 GIC Detection

In order to detect GICs, both model- and Machine Learning (ML)-based approaches

have been investigated in the literature. The authors of [52] propose a hybrid time-

frequency analysis mixed with Convolutional Neural Networks (CNN) to detect GICs

using CT measurements. In [53], a time-series of even harmonic measurements are used

to train a CNN, which is implemented in a monitoring framework. Despite the acceptable

performances of these ML-based techniques, they require abundant data for training,

and their performance severely depends on the operating condition of the system. In
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addition to ML-based techniques, another group of studies focus on developing GIC

detection methods that rely on the mathematical model of the system. For instance, the

authors of [54] convert CTs into fluxgate via current injection, and they measure DC

currents of a transformer to detect GICs. This method, however, modifies the structure

of CTs, which might not be desired in the industry. In [55], the extended Kalman filter is

utilized to detect and estimate GICs. In this method, the nonlinearity of transformers’

iron core is approximated by a two-term odd-order polynomial. This approximation,

however, decreases the accuracy of estimation, and might result in erroneous protection

decisions. By analyzing the reactive power absorbed by a power transformer, the authors

of [36] estimate the GIC current flowing in a transformer. This method, nevertheless,

only considers the fundamental frequency component, which might be inaccurate due to

high levels of harmonics in the presence of GICs.

1.6.4 GIC Mitigation

In addition to above-mentioned studies, there are only a few research works focused on

reducing the impacts of GMD on power grids. Some of these studies implement phys-

ical components, e.g., capacitors [56], magnetometers [57], and DC blocking filters at

the neutral of transformers [58]. These methods, however, impose additional costs to

the system, and might result in reliability and safety issues. Another group of stud-

ies, mitigate the impacts of GICs on 87T element by modifying its fault detection and

tripping logic [38, 39]. As explained above, these methods negatively impact the secu-

rity/dependability of differential relays during internal faults happening in the presence

of GICs.

1.6.5 Transformer Protection under GIC

To the best of the authors’ knowledge, there are only two studies, i.e., [42, 56], in

the literature on the problem of protecting transformers against internal faults during

GMDs. In [42], GICs and faults are detected and differentiated by monitoring the

phase-angle of the second harmonic of differential currents and the rates of change of

the fundamental component of differential currents, respectively. In [56], the three-phase

instantaneous differential current waveforms are monitored and GICs are detected if all

the waveforms are asymmetric in either a positive or negative direction. Using the rates

of change of the fundamental component of differential currents, this paper also employs

trip request signals for the relay unblocking purpose during GMDs. Although these two

techniques are effective in general, they may result in the maloperation of 87T element

when there is no internal fault, but the rates of change of the differential currents are
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high during GMDs, e.g., when the CTs of differential scheme are severely saturated due

to GICs.

1.7 Research Objective

To fill the above-mentioned gaps, this study shall make an effort to find methods to ac-

curately detect transformer faults in the presence of GICs. In particular, this study aims

to come with methods for single-phase transformers and three-phase transformer banks

which are more susceptible to GIC. Additionally, this study is interested in methods

that detect faults regardless of GIC presence, The key objectives that can distinguish

the solution of this study from the existing methods in the literature are as follows: (i)

it should be able to detect internal faults in the presence of GICs and CT saturation,

(ii) it should negligibly affect the performance of 87T element in terms of its speed and

sensitivity, (iii) it can be easily incorporated in commercial relays, (iv) it should not be

dependent on the operating condition and parameters of power grids, and (v) it should

not require abundant data for training and tuning.

1.8 Thesis outline

The rest of this thesis is organized as follows: the test system used in this study to

elucidate the problem, and test the proposed solution is introduced in chapter two. Af-

ter that, chapter three explores over the problem that is addressed in this study by

examining simulation results for the mentioned test system. Two coming next chap-

ters delve into the proposed solution of this study. Chapter four furnishes models that

the proposed framework requires. Specifically, it provides a state-space model of power

transformers and CTs, and introduces an observer model for them. Having these re-

quirements, chapter five describes the proposed framework and elaborates on the two

schemes used in it. Chapter six evaluates the performance of the proposed framework

through different scenarios designed based on the given problem. This chapter verifies

the ability of the framework to detect faults under GIC. Conclusion and future work are

given in chapter seven.
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Test System

This study utilizes a modified version of the IEEE 118-bus test system sketched from

U.S. Midwest power grid [59] for simulating the problem and verifying the proposed

solution. The modifications to this test case are adopted from [60], and applied in

Electromagnetic Transient Program (EMTP) software. The test system has 118 buses

operating at voltage levels of 120 and 315 kV. All 117 transmission lines of this test

system are presented by their equivalent π models. There are 69 generators in 20 power

plants, 34 synchronous condensers, and 91 loads, all of which interfaced with the network

via Y−∆ banks of transformer. Additionally, there are nine Y−Y banks of transformers

that interface transmission lines. Figure 2.1 shows the single line diagram of this test

system.

Given that GMDs mainly effect Y−∆ transformers with grounded neutral, which provide

a close path for circulation of GICs, load and generator transformers are dominantly

affected during this phenomenon. As a result, without loss of generality, this study

focuses on the 138 kV/25 kV 44MVA Y−∆ load transformer at Bus 46 (i.e., T46), and

studies the behaviour of this transformer during GMDs. The reason for focusing on

this transformer is that it experiences more-severe GICs, and thus it shows the problem

more clearly. This transformer feeds a load consuming 28 MW of active and 10 MVAr

of reactive power. To model this transformer and its associated differential protection

scheme accurately, the non-linear flux-current characteristics shown in Figs. 2.2 (a)-

(c) are used for simulating T46 and its CTs (i.e., CT1 and CT2). Additionally, the

parameters of the CTs are presented in Table 2.1. The 87T element protecting T46 is

set based on the default settings of [39], and its dual-slope characteristic (i.e., f87T (Ires))

is shown in Fig. 2.2 (d).

For simulations, GICs are modeled based on the guidelines provided by the North Amer-

ican Electric Reliability Corporation (NERC) [24]. According to these guidelines, the

15
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Figure 2.1: Modified IEEE 118-bus test system.
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Figure 2.2: Magnetization curves of (A) T46, (B) CT1, and (C) CT2, as well as (D)
87T characteristic used for T46.

Table 2.1: Specifications of CTs used for protecting T46.

Parameters
CT

1 2
Accuracy class C400 C400
Turn ratio 250:5 800:5

Tap 1.0 1.0
Rated power (VA) 500 500

Rated frequency (Hz) 60 60
Core Resistance (Ω) 400 500

Burden (Ω) 20.0 20.0
Power factor of the burden 0.9 0.9
Primary resistance (µΩ) 1.2 3.1

Primary leakage inductance (µH) 0.0042 10.6
Secondary resistance (Ω) 0.15 0.31

Secondary leakage inductance (mH) 0.53 1.06

effects of GMDs are modeled by DC voltage sources placed in series with transmission

lines. These sources result in GICs flowing in the lines when there is a closed path for

currents (e.g., in lines surrounded with Y−∆ transformers at both sides). To model these

DC sources, a GMD benchmark, which contains the recordings of the GMD event that

happened on March 1989 and resulted in Hydro Quebec blackout [61], is utilized. This

benchmark provides the Geoelectric Fields (GEFs) produced by variations of GMD-

driven magnetic field (i.e., ∂β
∂t ) near earth surface.

Using the recorded GEFs, the induced DC voltage alongside each transmission line can

be calculated using the following equation:

VGMD,i =

∫ −→
E i.

−→
dl i (2.1)

where VGMD,i is the DC voltage induced on transmission line i,
−→
E i is the GEF around
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Figure 2.3: GEF on the area has an effective intestity that is found by calculating
the projected value

transmission line i, and
−→
dl i is the differential element of length along line i. It is com-

monly assumed in GMD studies that the projected element of
−→
E i on line i is constant

over the length of the line and does not change significantly for short, medium, and large

transmission lines [60]. Thus, (2.1) can be simplified to

VGMD,i = Eprj,iLi (2.2)

where Li is the length of transmission line i, and Eprj,i is the projection of
−→
E i on this

line, which can be calculated using the following equation

Eprj,i =|
−→
E i(GEF,Θ) | cos (θ) (2.3)

where θ is the angle between the GEF vector and the line, calculated using the direc-

tion of
−→
E i and the coordinates of the line and Θ is the latitude corresponding to that

transmission line (see Fig. 2.3).

−→
E i(GEF,Θ) for each transmission line is eventually derived from the recommendations

of NERC using a reference GEF vector with two magnitudes of 4 V/km and 10 V/km,

and an angle of 35ith the prime meridian, recorded at the latitude of 60◦ N. The reference

magnitude recorded in NERC is particularly set for that certain latitude, and that’s why

the value of
−→
E i(GEF,Θ) for each line i depends on the latitude of line. The

−→
E i(GEF,Θ)

has to be calculated from the reference magnitude via scaling that reference value at 60◦

N latitude to other latitudes where each transmission line is installed.

Following shows how
−→
E i(GEF,Θ) is obtained via scaling from the recorded reference.

Based on the benchmark, GEF is assumed to be a field vector with an angle and an

amplitude over a certain area, with values recorded at a certain latitude. This GEF

then scales to other areas as the following [62]:
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Table 2.2: Parameters used for GMD simulations in this study

GEFmag GEF Angle β Set Lat

10 V/km 35◦ 1.0 60◦

4 V/km 35◦ 1.0 60◦

−→
E i(GEF,Θ) = β.GEFmag.α(Θ) (2.4)

Where β is a factor representing the earth conductivity and is determined by the geo-

logical region table available via NERC benchmarking in [61], GEFmag is the magnitude

of the GEF and is given 10V/km and 4V/km based on the benchmark recording, and

α(Θ) scales the GEF for that recording at local geomagnetic latitudes by:

α(Θ) = 0.001× e0.115×Θ (2.5)

The given
−→
E i(GEF,Θ) from Eq 2.4 is then applicable to each of the transmission lines

existing on the grid.

Li required for Eq 2.2 - which is the length of transmission line - can be obtained by

calculating the GPS coordinates of the substations from [60] as following:

Li =
√

l2x + l2y (2.6)

Where:

lx = 111.2 ∗∆Long

ly = 111.2 ∗∆Lat ∗ sin (π2 − ∆Long
2 )

where ∆Long is the longitude difference of the start and end for the substations of

transmission line i and ∆Lat is the latitude difference of those. Plugging in the coor-

dinates and projected GEF magnitude, VGMD,i voltage source is determined for each of

the transmission lines.

Summary of the set values based on the NERC benchmarking that have been used for

the simulation in this study are given in the Table 2.2.

It should be noted that β = 1.0 is the value relating to Ontario and Quebec region,

according to the NERC benchmarking. This β value corresponds to the GEF recordings

in the benchmark, which is related to the Hydro-Quebec event.
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More information about calculating
−→
E i around each transmission line based on the

reference GEF vector can be found in [62].
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Problem Statement

As explained in chapter 1, the majority of off-the-shelf differential relays employ an HB

and/or HR module to prevent maloperation of 87T element in the presence of high-

harmonic currents. Such currents can be generated due to part-cycle saturation of

transformers during GMDs. Thus, the majority of commercial relays block 87T element

during GMDs, which often take long (e.g., several hours or a day [27]) to disappear.

As a result, as this chapter proves, the operation of 87T element is also blocked for in-

zone short-circuit faults that might happen during severe GMDs, resulting in potential

irreversible damages to transformers.

In simulations, the GMD phenomenon (the magnitude of the reference GEF is 10 V/km)

starts at t = 0, and VGMD,i is induced on transmission lines. As a result, wherever there

is a closed path for GICs, the DC component of currents passing through CTs and

transformers increase exponentially. The resultant DC current generates a DC flux in

the cores of CTs and might shift their operating point into the saturation zone. The

same phenomenon happens in power transformers, but with a slower pace due to their

larger L/R ratio. Figs. 3.1 and 3.2 show the core flux (ϕ) and magnetization current

(Im) of T46 and CT1 during the GMD. The DC flux generated by GICs increases the

half-cycle magnetization current of CTs and the transformer, resulting in distortion

of their secondary currents. Fig. 3.3 shows the secondary currents of CT1 and T46

(i.e., Is,CT1 and Is,T46, respectively), as well as their primary currents transferred to

the secondary side (i.e.,
Ip,CT1

nCT1
and

Ip,T46

nT46
, respectively). As this figure shows, CT1 is

severely saturated in 100 ms after the initiation of the GMD, while T46 needs a longer

time to get severely saturated (it enters the saturation region 1.2 seconds after the

GMD starts). In this process, the DC current of the transformer builds up initially with

a lower pace, due to its larger L/R ratio, and afterwards with a higher one, when the

operating point enters the saturation region. Distortion of the secondary currents of

21
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Figure 3.1: DC flux rise of (a) T46, and (b) CT1 during the simulated GMD phe-
nomenon.
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Figure 3.2: Magnetization current of (a) T46, and (b) CT1 during the simulated
GMD phenomenon.
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Figure 3.3: Secondary current waveforms of A) CT1 and B) T46 during the simulated
GMD.

CTs and transformer results in inaccurate current measurements, potentially leading to

maloperation of 87T element. To further investigate the impact of GMD on transformer

differential protection, in the rest of this section, it is assumed that CTs are ideal and

are not affected by GICs. Later on, this assumption will be revisited and corrective

techniques will be applied.

Fig. 3.4 shows the operating point of 87T element before the GMD starts, as well

as the relay’s trajectory during the GMD. The increased magnetization current of the

transformer rises Idiff and Ires and the trajectory enters the tripping zone. As a result

the relay falsely trips the transformer if no corrective technique is in place. However, as

mentioned in Chapter 1, to address this problem modern differential relays utilize HR

or HB techniques to avoid malfunctioning of 87T element during transformer saturation
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Figure 3.4: Trajectory of 87T element during the simulated GMD.
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Figure 3.5: Harmonic blocking technique used by modern relays.

in general, and GMDs in particular. HB method effectively blocks the tripping signal

of the relay when the harmonic content of the differential current goes beyond a certain

threshold (e.g., 20% [63]). Fig. 3.5 shows the block diagram of the HB technique. Relays

with HR method, however, use a modified characteristic to add extra restraint to the

relay’s operation during saturation conditions and detect faults if

Idiff ≥ f87T (Ires) +
Ih2diff
M2h

+
Ih4diff
M4h︸ ︷︷ ︸

Ires,h

(3.1)

where M2h and M4h are the set points for 2nd-harmonic and 4th-harmonic blocking,

respectively, and are both set to 20% [63]; Ih2diff and Ih4diff are the second and fourth

harmonics, respectively; and f87T (Ires) is the characteristic of the conventional 87T

element, which is shown in Fig. 2.2 (d). As Figs. 3.6 and 3.7 show, both methods

effectively avoid false tripping of the transformer during the simulated GMD, and the

transformer is not falsely tripped.

Although HR and HB techniques both can successfully avoid unwanted tripping of trans-

formers during GMDs, they might avoid tripping of the transformer if an internal fault

happens concurrently with the GMD (Figs. 3.8 and 3.9). Such faults are not unlikely

considering the long duration of GMDs, as well as overheating of the transformer as a

result of elevated excitation currents and stray flux closing outside of the transformer

magnetic core [14, 27]. As Fig. 3.8 shows, when an internal 15% Turn-to-Turn (TT)

fault happens in the presence of GICs, the HB method blocks the tripping signal of the



Chapter 3: Problem Statement 24

0 0.5 1 1.5 2 2.5

0

0.2

0.4

0.6

0.8

HB is activated

Figure 3.6: Trajectory of the differential relay equipped with the HB technique during
the simulated GMD.
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Figure 3.7: Trajectory of the differential relay equipped with the HR technique during
the simulated GMD.
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Figure 3.8: Trajectory of the differential relay equipped with the HB technique during
the simulated internal fault and GMD.

87T element due to the high harmonic content of the differential current, so the internal

faults remain uncleared. Similarly, as Fig. 3.9 shows, the HR module also prevents

clearance of the internal fault by adding extra restraint. This issue and the resultant

high fault current can lead to potential irreversible damages to the transformer.
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Figure 3.9: Trajectory of the differential relay equipped with the HR technique during
the simulated internal fault and GMD.

As shown in this chapter, GICs add DC components to the magnetization flux of trans-

formers, shifting their working points into saturation regions. Large magnetization cur-

rents of saturated transformers could possibly cause 87T to pick up. However, HR and

HB techniques successfully avoid this and keep the transformers in the grid, as this

chapter’s simulations corroborate. Nevertheless, as can be seen through the results of

this chapter, if a fault happens when GICs exist, 87T does not trip out the transformer.

The subsequent chapters propose an auxiliary framework to address this issue.



Chapter 4

Modelling and State Estimation

for Transformers

This chapter delivers models that are used by the proposed auxiliary framework on

the protection relay in the next chapter. Currently, transformer differential protection

relays make use of instantaneous current magnitude and angle for calculation and de-

cision making in protective purposes. To adjust for the inherent non-ideal aspects of

a transformer that may lead to maloperation of relay, they incorporate error margins

and harmonic methods such as harmonic blocking or harmonic restraining [40]. This

implies that harnessing a precise model of transformer - which is less prone to exhibit

incorrect values - can help the relays in avoiding maloperation via removing the need

to compensate for incorrect values. Considering that an accurate representative model

of transformers benefits the decision making process inside protective relays, accurate

transformer and CT models are developed here.

Transformers and CTs are dynamic systems that operate based on physical and electrical

laws. Modelling dynamic systems can be done via analytical or experimental (data-

driven) approaches. Data-driven approaches require model data to train or form a

function that can describe behavior of the system and they may contain parameters

that doesn’t have a physical meaning or a concise relation to the physical aspect of the

system. Analytical approaches on the other hand don’t need experimental data; they

exploit physical and mathematical laws to describe the model. Moreover, parameters in

those models bear information regarding physical elements within the dynamic system

that is being modelled [64]. Considering (a) the solidity and reliability of analytical

approaches when they are available, and (b) the unfavorable demand of experimental

data in data-driven models, this study uses an analytical approach to model transformers

and CTs.

26
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State space representation of dynamic systems is a powerful technique for providing

functions that can best describe a system’s model. It allows for accurate implementation

of non-linear function compared to the linear methods such as single-input single-output

transfer functions and it relies on time-domain methods, contrary to frequency-domain

approach in classic linear methods [65]. Thus, transformer and CT models are going to

be presented in state space domain.

Generally, state space models define a relationship between input (or inputs), system

states, and output (or outputs) as follows:ẋ(t) = f(x(t), u(t))

y(t) = g(x(t), u(t))
(4.1)

Above form for Time-Varying systems changes to:ẋ(t) = A(t)x(t) +B(t)u(t)

y(t) = C(t)x(t) +D(t)u(t)
(4.2)

where x is the the vector of states, u is the input and y shows the output. Term D

denotes the direct relation between input and output which is often zero. According to

[64], although there exists a minimum number of states to represent the output for any

given set of states x(t) in a unique way, it is possible to have more than that.

4.1 Linear Parameter Varying (LPV) systems and Poly-

topic Form

LPV systems are those systems that have only constant or linearly varying elements in

their A or B matrices. Consider below definition for an LPV system:ẋ(t) = A(ρ)x(t) +B(ρ)u(t)

y(t) = Cx(t)
(4.3)

In the above, ρ is the set of parameters that vary, e.g. ρ = {ϱ1, ϱ2, . . . , ϱm}, and A and

B matrices are a function of those parameters. An example of a varying matrix for A is

given below:

A =

[
3 ϱ1

1 ϱ2

]
(4.4)

where ϱ1 and ϱ2 can each take a scalar number, and they can be a function of time.
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In matrices A or B, when ρ parameters vary on a closed interval, for each of varying

elements i, they can be decomposed to a lower and upper bound element along with

coefficients µi,1 and µi,2 to reconstruct the original varying matrix, with µi,1 + µi,2 = 1.

Consider the example above of A. Assume ϱ1 ∈ [1, 5] and ϱ2 ∈ [−1, 3]. Then, matrix A

can be decomposed to:

A = µ1,1

[
3 1

1 0

]
︸ ︷︷ ︸

A1,1

+µ1,2

[
3 5

1 0

]
︸ ︷︷ ︸

A1,2

+µ2,1

[
3 0

1 −1

]
︸ ︷︷ ︸

A2,1

+µ2,2

[
3 0

1 3

]
︸ ︷︷ ︸

A2,2

(4.5)

where A1,1 and A1,2 are the lower and upper matrices for varying element ϱ1 and A2,1

and A2,2 are the lower and upper matrices for varying element ϱ2. Polytopic form of

A(ρ) therefore can be constructed as:

A =

i=2,j=2∑
i=1,j=1

µi,jAi,j (4.6)

Moreover, j can be embedded inside the i items. Similar to the above technique, LPV

systems can be expressed in Polytopic forms as below:ẋ(t) =
∑m

i=1 µi(Aix(t) +Biu(t))

y(t) = Cx(t)
(4.7)

In the following sections, first the state-space model of a single-phase transformer is

developed. Same model can be applied individually for single transformers in a three-

phase transformer bank. Afterwards, next section modifies the obtained model to adapt

it for CTs by inserting the CT burden circuit. This CT burden contains a resistive-

inductive load. Section 4.4 then uses the state space models of CTs and transformers to

design observers for estimating their states. These estimated states will be used in the

auxiliary framework introduced at chapter 5 to tackle the maloperation of 87T element

when an internal fault happens during a GMD.

4.2 State Space Model of Transformers

The equivalent circuit of a transformer—in which all secondary parameters are trans-

ferred to the primary side—is used as shown in Fig. 4.1. In this circuit, subscripts

T , p, and s denote the transformer, its primary winding, and its secondary winding,
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respectively; n is the turn ratio; V and I represent the voltages and currents of the

transformer; R and L signify the resistance and leakage inductance of windings; and

Rc and Lm, respectively, represent core losses and the non-linear magnetization induc-

tance, which are both modeled at the primary side. The value of Lm depends on the core

magnetization flux, i.e., λm, and can be determined from the transformer’s excitation

curve—which can be obtained in an excitation test—for any flux value [66] [67].

Rp,T Rs ,T

RC,T Lm,T
Vp,T

Vs ,T

+

-

+

-

Lp,T Ls ,TIp,T nTIs ,TA

Im

nT

nT
2

nT
2

nT

2
nT

2

Figure 4.1: Equivalent circuit of Transformers.

By defining λm as the core magnetization flux, λ1 as the sum of the leakage flux of

the primary winding and the magnetization flux, and λ2 as the sum of the leakage

flux of the secondary winding and the magnetization flux, the primary, secondary, and

magnetization currents can be written as

Ip =
λ1 − λm

Lp
(4.8)

Is = n
λ2 − λm

Ls
(4.9)

Im =
λm

Lm(λm)
(4.10)

Using (4.8) and (4.9), writing KVL equations for left- and right-hand-side meshes result

in
dλ1

dt
= −Rp

Lp
λ1 +

Rp

Lp
λm + Vp (4.11)

dλ2

dt
= −Rs

Ls
λ2 +

Rs

Ls
λm +

Vs

n
(4.12)

Additionally, substituting Ip and Is from (4.8) and (4.9) into the equation that is ob-

tained by combining the KVL equation of the middle mesh and KCL equation at node

A yields
dλm

dt
=

Rc

Lp
λ1 +

n2Rc

Ls
λ2 −Rc(

1

Lp
+

n2

Ls
+

1

Lm
)λm (4.13)
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By modeling the primary and secondary voltages (i.e., Vp,T and Vs,T ) as inputs and

the secondary current (Is,T ) as the output, (4.11)-(4.13) can be written in the following

state-space form:


˙λ1,T

˙λ2,T

˙λm,T


︸ ︷︷ ︸

ẋT (t)

=


−Rp,T

Lp,T
0

Rp,T

Lp,T

0 −Rs,T

Ls,T

Rs,T

Ls,T

Rc,T

Lp,T

n2
TRc,T

Ls,T
θT (λm,T )


︸ ︷︷ ︸

AT


λ1,T

λ2,T

λm,T


︸ ︷︷ ︸

xT (t)

+


1 0

0 1
n

0 0


︸ ︷︷ ︸

BT

Vp,T

Vs,T


︸ ︷︷ ︸
uT (t)

Is,T︸︷︷︸
yT (t)

=
[
0

n2
T

Ls,T

−n2
T

Ls,T

]
︸ ︷︷ ︸

CT


λ1,T

λ2,T

λm,T


︸ ︷︷ ︸

xT (t)

(4.14)

where θ(.) is defined as follows:

θT (λm,T ) = −Rc,T (
1

Lp,T
+

n2
T

Ls,T
+

1

Lm,T (λm,T )
) (4.15)

In the above state-space equation, Lm,T (λm,T ) is a function of magnetization flux (λm,T ).

Given that Lm,T is bounded during normal and saturation conditions, as well as during

GMDs—i.e., Lmin
m,T ≤ Lm,T ≤ Lmax

m,T , where Lmin
m,T and Lmax

m,T can be obtained from the

magnetization curve of the transformer— element θT (.) varies between θmin
T and θmax

T .

As a result, matrix AT also varies between Amin
T (when Lm,T = Lmin

m,T ) and Amax
T (when

Lm,T = Lmax
m,T ). Therefore, a linear combination of Amax

T and Amin
T via the coefficients

µT,1 and µT,2 can be used to represent AT , as shown below:

AT = µT,1A
max
T + µT,2A

min
T (4.16)

where:

µT,1 =
θT (λm,T )− θmin

T

θmax
T − θmin

T

(4.17)

µT,2 = 1− µT,1 (4.18)

combining (4.16) and (4.14) leads to the following polytopic form of transformers’ state-

space model: ẋT (t) =
∑2

i=1 µT,iAT,ixT (t) +BTuT (t)

yT (t) = CTxT (t)
(4.19)

where AT,1 = Amax
T and AT,2 = Amin

T are constant matrices, and coefficients µT,1 and

µT,2 are time-varying parameters.
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4.3 State Space Model of CTs

The equivalent circuit of CTs is shown in Fig. 4.2. In this figure, all the parameters are

transferred to the primary side. The subscript CT denotes the parameters of the CT,

and Rb and Lb are the resistance and inductance of the burden connected to the CT.

The rest of the parameters are similar to the ones explained in the previous section for

transformers.

Rp,CT Rs ,CT

RC, C T Lm, C T
Vp,CT

Vs ,CT

+

-

+

-

Lp,CT Ls ,CTIp,CT
nCTIs ,CT

A

Im

nCT

Lb

Rb

nCT
2nCT
2 nCT

2nCT
2

nCT
2nCT
2

nCT
2nCT
2

Figure 4.2: Equivalent circuit of CTs.

Given that the equivalent circuits of CTs and transformers are similar, (4.8)-(4.13) hold

for CTs as well. However, since the secondary terminal of the CT is connected to a

burden, Vs,CT is not an input anymore and it can be calculated using the following

equation:

Vs,CT = −RbIs,CT − Lb
dIs,CT

dt
(4.20)

Plugging the above equation into (4.12) and utilizing (4.9) results in

dλ2,CT

dt
= −

Rb +Rs,CT

Lb + Ls,CT
λ2,CT +

Rs,CT +Rb

Lb + Ls,CT
λm,CT+

Lb

Lb + Ls,CT

dλm,CT

dt
(4.21)

Substituting
dλm,CT

dt from (4.13) in (4.21) results in (4.22), which is shown at the top of

the next page.
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dλ2,CT

dt
=

Rc,CTLb

Lp,CT (Lb + Ls,CT )︸ ︷︷ ︸
A21,CT

λ1,CT+

n2
CTLbRc,CT

Ls,CT
−Rb −Rs,CT

Lb + Ls,CT︸ ︷︷ ︸
A22,CT

λ2,CT+

Rb +Rs,CT − LbRc,CT

Lp,CT
− n2

CTLbRc,CT

Ls,CT
− LbRc,CT

Lm,CT (λm,CT )

Lb + Ls,CT︸ ︷︷ ︸
A23,CT

λm,CT

(4.22)

Using (4.11), (4.13), and (4.22), the state-space equations of CTs is obtained as follows:ẋCT (t) = ACTxCT (t) +BCTVp,CT (t)

Is,CT = CCTxCT (t)
(4.23)

where

xCT =
[
λ1,CT λ2,CT λm,CT

]T
(4.24)

ACT =


−Rp,CT

Lp,CT
0

Rp,CT

Lp,CT

A21,CT A22,CT A23,CT

Rc,CT

Lp,CT

n2
CTRc,CT

Ls,CT
θCT (λm,CT )

 (4.25)

BCT =
[
1 0 0

]T
(4.26)

CCT =
[
0 n2

Ls,CT
− n2

Ls,CT

]
(4.27)

and parametersA21,CT , A22,CT , andA23,CT are defined in (4.22). Additionally, θCT (λm,CT )

is obtained from (4.15) by changing superscript T to CT .

Similar to transformers, Lm,CT of a CT is a function of its λm,CT , and is bounded between

Lmin
m,CT and Lmax

m,CT , both of which can be obtained from the magnetization curve of the

CT. As a result, θCT (.) varies between θmin
CT and θmax

CT , and thus matrix ACT also varies

between Amin
CT and Amax

CT . Therefore, a linear combination of these two matrices can be

used to represent ACT at any time, as shown below:

ACT = µCT,1A
max
CT + µCT,2A

min
CT (4.28)

where:

µCT,1 =
θCT (λm,CT )− θmin

CT

θmax
CT − θmin

CT

(4.29)
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µCT,2 = 1− µCT,1 (4.30)

Using (4.28), the state-space model of equation (4.23) can be presented in the following

polytopic form: ẋT (t) =
∑2

i=1 µiAT,ixT (t) +BTuT (t)

Is,CT (t) = CTxT (t)
(4.31)

where ACT,1 = Amax
CT and ACT,2 = Amin

CT are constant matrices, and coefficients µCT,1

and µCT,2 are time-varying parameters.

4.4 Observer for LPV Systems

This section aims to synthesises observers for transformer and CT elements, enabling

the provision of state estimation for those models. Observers are systems defined in

state space, tailored to follow another system’s states - typically called plant. Fig. 4.3

demonstrates connection between observer and a dynamic system (plant). Observers

receive the input signal of plant and its output as a feedback, and seek to mimic plant’s

output. Plant is often a real world system, and it is reasonable to assume that plant’s

system is stable. However, observers are theoretically-designed systems and often are in

the form of software, meaning that their stability must be ensured to successfully fulfil

the purpose of state tracking. Next section explores the stability criteria in this regard.

Figure 4.3: Observer and dynamic system connection for state estimation
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4.4.1 Stability in LPV State Space Models

This section reviews the stability analysis for state space systems and LPV systems.

Developed models for transformer and CT are stable since they are directly resulted

from physical equation. Below methods give readers further knowledge on LPV systems

stability. Observer design at at Sec. 4.4.3 is accompanied with stability checks in the

observer design procedure. Additionally, one can verify stability of the transformer and

CT models numerically with the below method.

Stability of Linear Time-Invariant (LTI) systems with constant coefficients can be exam-

ined by considering their natural response (response to zero input, u(t) = 0). Consider

the LTI system below: ẋ(t) = Ax(t) +Bu(t)

y(t) = Cx(t)
(4.32)

These type of systems are said to be asymptotically stable if for any initial condition

x(0), system’s states - i.e. vector x - converges to zero vector (the origin for its space)

as t → ∞. In case the states don’t converge to zero but remain in a boundary δ (i.e.

||x(t)|| < δ as t → ∞), then the system is said to be marginally stable [68].

Above definitions apply for the linear systems. However, the models presented for the

transformer and CT in the previous sections are parameter varying. Due to the fact

that those LPV systems have part of their parameters varying also with time, they are

considered as non-linear systems, which require non-linear methods for examining their

stability [69].

For non-linear systems, a common stability definition is Lyapunov’s stability criterion.

Considering the general non-linear systems of (4.1). First, the equilibrium point xe is

defined as the point where system states don’t move from that point unless input is

applied, i.e. f(xe, 0) = 0. Then, stability for a given system is stated such that: if the

initial states are inside a certain boundary δ > 0 of equilibrium point or ||x(0)−xe|| < δ,

then the states remain in any small arbitrary boundary ϵ of xe since a certain time t ≥ 0

: ∥x(t)− xe∥ ≤ ϵ for ∀ϵ > 0 [70].

A method known as Lyapunov’s direct method provides a mathematical technique for

validating the stability of systems as the following: Assume origin (zero vector) is an

equilibrium point for the system ẋ(t) = f(x(t)) , i.e. it satisfies f(0) = 0. Assuming that

there exists a differentiable function V (x) with V : Dx → R, if the following conditions

are met, then the system is asymptotically stable [70]:
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• V (x) > 0 for x ∈ Dx − {0}

• V̇ (x) ≤ 0 for x ∈ Dx

Although the Lyapunov’s stability criterion is defined for non-linear systems, the exten-

sion of it for the specific case of LTI systems (which are a subset of non-linear systems)

along with Lyapunov’s direct stability method eventually gives a condition for stability

of LTI systems in a compact form:

ATP + PA = −Q (4.33)

Where Q is a chosen positive definite matrix. If the above equation has a solution for

P that is positive definite, then the system is said to be stable [70].

Now, stability for LPV systems is examined. Bearing in mind that LPV systems are a

specific form of the general non-linear system defined above, they need to treated with

non-linear stability techniques. Nevertheless, there exists a more relaxed condition for

stability of LPV system known as Quadratic Stability (QS) based on the Lyapunov’s

stability, which can guarantee the stability for LPV systems over all of the parameter it

can have for the system [71].

Assume an LPV system with varying parameters θ and the space H as the space that

all of values for the parameters θ span as below:

ẋ(t) = A(θ)x(t) (4.34)

This LPV system is stable if and only if a positive definite matrix P exists such that for

all the parameters θ ∈ H:

AT (θ)P + PA(θ) < 0 (4.35)

Above definition is parameter varying but it’s not time varying. For parameters that

vary also over time, consider the following LPV system:

ẋ(t) = A(θ(t))x(t) (4.36)

This system is said to be quadratically stable if there exists a positive definite matrix P

for all of the matrices Ã(.) = {A(θ) | θ ∈ H}

ÃTP + PÃ < 0 (4.37)
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Which in case of the polytopic form, the Ã(.) turns into the set of the matrices with

parameters in the vertices. Thus, LPV systems are stable when a common matrix P is

found [72, 73].

Additionally, it can be seen that above criterion is inherently related to the method of

Lyapunov’s stability in equation (4.33).

4.4.2 Observability

Observers estimate the states of the plant. For that to be feasible, the plant must be

observable, i.e. all of its internal state can be determined via having the knowledge

of input signal u(t), and feedback signal (output, y(t)). Conversely, if a system is not

observable, some of the internal states cannot be estimated merely by knowing the input

and output given to that system. Observability of a system has applications in state

estimation, filtering, and control of systems and is related to how the states are linked

to the output [64].

There are criterion that can determine observability of systems. Regarding that LPV

systems are time-varying systems, first a very general criterion for the observability of

time-varying systems is introduced. Consider the time-varying system of (4.2). Assume

t0 is the initial moment and x(t0) is the initial condition. The solution for finding the

state vector x at time t is given by:

x(t) = Φ(t, t0)x(t0) +

∫ t

t0

Φ(t, τ)B(τ)u(τ)∂τ (4.38)

Where Φ(t, t0) is the transition matrix defined as:

Φ(t, t0) = U(t)U−1(t0) (4.39)

in which U(t) is the called the fundamental solution matrix with U(t0) = In and U̇(t) =

A(t)U(t).

Matrix H(t, t0) is defined as:

H(t, t0) =

∫ t

t0

Φ̄T (τ, t0)C̄
T (τ)C(τ)Φ(τ, t0)∂τ (4.40)

Then, if the matrix H(t, t0), calculated at time t, is positive definite, the system is said

to be observable at time t [64].

A simpler subset of time-varying systems are linear time-invariant (LTI) systems. Above

criterion can be simplified for those type of systems. Consider LTI systems defined at
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(4.32). Matrix Q is formed as:

Q =
[
CT ATCT A2TCT ... An−1TCT

]
(4.41)

Where n is the number of states. If rank of matrix Q is equal to the n, then the system

is said to be observable [65].

Having introduced the above observability criteria, observability for LPV systems is

given here. Consider the LPV systems with Polytopic form of (4.7). If all the individual

pairs of [Ai, C] are observable (in the sense of LTI system), then the above LPV system

is said to be observable [67, 74].

4.4.3 LPV Observer Design

As shown in previous sections, transformers and CTs can be modeled by sets of LPV

equations written in the polytopic form, i.e., (4.19) and (4.31), so requiring a specific type

of observers to estimate their states. As shown in [66], such observers for transformers

and CTs can be developed in the following structureż(t) =
∑2

i=1 µiNiz(t) +Gu(t) + LY (t)

x̃(t) = z(t) +HY (t)
(4.42)

where u(t) and Y (t) are respectively the input and output of the system, e.g., uT (t) and

yT (t) for transformers and uCT (t) and yCT (t) for CT, and x̃(t) denotes the estimated

states. Additionally, Ni, L, G, and H are observer gains to be designed to make the

observer accurate and stable.

To make the observer accurate, its error, which is defined as e(t) = x(t) − x̃(t), must

approach zero as t → ∞. To fulfill this condition, the differential of the error, i.e.,

ė(t) = ẋ(t)− ˙̃x(t), should be asymptotically stable. By using (4.42) and (4.19) or (4.31),

ė(t) is obtained as follows:

ė(t) =

2∑
i=1

µi{[(I −HC)Ai +NiHC − LC]x(t)−Nix̃(t)}

+ [(I −HC)B −G]u(t) (4.43)

By defining M = I −HC, ė(t) is reduced to (4.44) if (4.45) and (4.46) are met:

ė(t) =

2∑
i=1

µiNie(t) (4.44)
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MAi −NiM − LC = 0 ∀i ∈ {1, 2} (4.45)

MB −G = 0 (4.46)

Therefore, as (4.44) shows, the error approaches zero if µ1N1 + µ2N2 is stable, i.e., all

its eigenvalues are in the left half plane. As shown in [66] and stated previously in 4.4.1,

this condition is met if there exists a common positive definite symmetric matrix P such

that:

NT
i P + PNi < 0 ∀i ∈ {1, 2} (4.47)

Therefore, satisfying (4.45)-(4.47) guarantees that the observer’s error approaches asymp-

totically to zero, and thus the states of the transformer and its CTs can be accurately

estimated. Design of observer thus entails finding observer gains Ni, G, L, and H by

plugging in the system’s matrices - Ai, B, and C - into (4.45)-(4.47) and satisfying them.

4.5 Transformer and CT Observers

Given above LPV models for transformer and CT, and the LPV observer design proce-

dure, this section lucidly expresses the LPV observer equations for transformer and CT.

These equations are the concrete equations used for the proposed framework introduced

in the next chapter.Fig. 4.4 shows observer input and outputs related to the circuit of

transformer and CT.

Figure 4.4: Observer inputs-outputs regarding the transformer (XT) and CT circuit

4.5.1 Transformer LPV Observer

Adopting the LPV observer of (4.42) for the transformer LPV model specified at (4.14)

gives the following LPV observer system:
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
ż(t) =

∑2
i=1 µiNiz(t) +G

Vp,T (t)

Vs,T (t)

+ LIs,T (t)

x̂T (t) = z(t) +HIs,T (t)

(4.48)

where x̂T (t) is the estimation of transformer states, i.e. estimated fluxes x̂T =
[
λ̂1,T λ̂2,T λ̂m,T

]T
.

4.5.2 CT LPV Observer

Adopting the LPV observer of (4.42) for the CT LPV model specified at (4.31) gives

the following LPV observer system:

ż(t) =
∑2

i=1 µiNiz(t) +GVp,CT (t) + LIs,CT (t)

x̂CT (t) = z(t) +HIs,CT (t)
(4.49)

where x̂CT (t) is the estimation of CT states, i.e. estimated fluxes x̂CT =
[
λ̂1,CT λ̂2,CT λ̂m,CT

]T
.



Chapter 5

Detecting Internal Faults During

GMDs

The proposed solution to address the problem described in Chapter 3 includes two main

schemes (Fig. 5.1). The first scheme addresses the saturation problem of CTs during

GMDs by estimating the primary current of CTs based on their secondary current. Thus,

after implementing this scheme, the 87T element makes protective decisions based on

estimated primary currents, instead of the distorted secondary currents of their CTs.

The second scheme, on the other hand, detects internal faults during GMDs.

Trip 

Signal

2
nd

 Harmonic 

*K2

2
nd

 Harmonic 

*K2

Idiff

Ires

+

+

-

-

AND

Trip 

Sign

al

+

-
+

-
ANDAND

Ires

Idiff

+

-
+

-

2nd Harmonic K2K2

Trip 

Signal

CT1 CT2

Fault/Sat

Obs

ANDAND

ObsObsObsObs

Transformer

VP

VS

˷

IP,C T2
ˆ  IP,C T2
ˆ  

87T

CT1 CT2

Fault/Sat

Obs

ANDAND

ObsObsObsObs

Transformer

VP

VS
IP,C T2
ˆ  IP,C T2
ˆ  

87T

IP,C T1
ˆ  IP,C T1
ˆ  

˷
IP,T

˷
IP,T

Trip 

Signal

CT1 CT2

ANDAND

Scheme1 

for CT1

Transformer

VP,T

VS,TIP,C T2
ˆ  IP,C T2
ˆ  

87T

IP,C T1
ˆ  IP,C T1
ˆ  

Scheme1 

for CT2

Scheme 2

Trip 

Signal

CT1 CT2

ANDAND

Scheme1 

for CT1

Transformer

VP,T

VS,TIP,C T2
ˆ  IP,C T2
ˆ  

87T

IP,C T1
ˆ  IP,C T1
ˆ  

Scheme1 

for CT2

Scheme 2

0: No fault

1: Internal fault detected

Figure 5.1: Proposed CT correction and internal fault detection in the presence of
GMDs.

The observers defined and designed in the previous chapter are embedded in these two

schemes. Scheme 1 is internally an LPV CT observer, and scheme 2 makes use of the

transformer LPV observer. The following sections elaborate on these two schemes in

detail.

40
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5.1 Scheme 1: CT Correction During GMDs

As shown in Chapter 3, the DC component added to the current of CTs during GMDs

can saturate the core of CTs, thus distorting their secondary currents. Such distortion

might result in malfunction of the 87T element, or paralyze its operation. Scheme 1

in this study is developed to eliminate the impacts of saturation from measurements

by accurately estimating the primary currents of CTs using their secondary currents,

primary voltages, and state state models.

To this aim, first the polytopic form of each CT’s state space model is developed ac-

cording to (4.31) in section 4.3. To estimate the primary current of a CT, the observer

introduced in Section 4.5.2 is used. At each time-step, this observer uses the secondary

current of the CT (i.e., Is,CT ) and its primary voltage (i.e., Vp,CT ) to update the estima-

tion of the CT states, i.e. x̂CT . Measurement of secondary current of CT is naturally

available. Since CTs are connected in series and have only one turn in their primary

side, the voltage across the primary winding is low, which allows for direct measurement

without needing a voltage transformer. Additionally, given that the core of each CT is

modeled by a time-variant magnetizing inductor (i.e., Lm,CT ) and a parallel resistor, the

value of the magnetizing inductor, and accordingly coefficients µCT,1 and µCT,2, at any

time-step are calculable via (4.29), (4.30), and L = λ
I . Lm,CT can be calculated using

the CT’s magnetization characteristic curve (flux-current) based on the estimated core

flux (i.e., λm,CT ) in the previous time-step, and µCT,1 and µCT,2 are computed from

that. As explained in Chapter 4, magnetization characteristic of CTs are often pro-

vided by manufacturers or can be obtained by an excitation test [67]. Once the states

of the CT are estimated for a time-step, its primary current (Ip,CT ) is calculated using

(4.8). Thus, during GMDs, the relay can use the estimated primary currents of its CTs

obtained from Scheme 1, instead of their distorted secondary currents.

5.2 Scheme 2: Internal Fault Detection in the Presence of

GMDs

To detect internal faults during GMDs, this study develops Scheme 2, which estimates

the primary current of the transformer (i.e., Îp,T ) via an observer unit, and compares it

with the measured one (i.e., Ip,T ) by means of a residual function unit.

In a transformer, when there is no internal fault and the transformer is functioning

normally, the model based on which Scheme 2 operates (i.e., equation (4.19)) perfectly

matches and represents the actual transformer, thus no discrepancy must occur between
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the measured and estimated primary currents. Nonetheless, in cases of internal faults,

the estimated primary current deviates from the actual value since the state space model

previously constructed fails to accurately represent the transformer (and the observer is

designed based on the model). On this basis, the observer introduced in Section 4.5.1 is

used to estimate the states of the transformer to compare the Ip,T with its estimation.

The observer estimation for transformer is based on (4.19), and by using the primary and

secondary voltages of the transformer (i.e., Vp,T and Vs,T ). Given that the magnetizing

inductor of the transformer (i.e., Lm,T ) is time-variant—since its value at any time-step

depends on the core’s flux (λm,T )—-it is calculated at every time-step based on the

estimated flux at the previous time-step and the transformer’s excitation curve (flux -

current curve). Using the obtained magnetization inductor, Lm,T , the observer calculates

coefficients µ1,T and µ2,T based on (4.17) and (4.18). Once the states of the transformer

are estimated for a time-step, its primary current at that time-step can be calculated

using (4.8).

Having the measurement and estimation of transformer primary current, internal faults

during GMDs can be detected by monitoring a Residual Function (RF) defined in (5.1),

and comparing it against a threshold (δ); that is, an internal fault has happened if∣∣∣∣∣Ip,T (t)− Îp,T (t)

Ip,T (t)

∣∣∣∣∣︸ ︷︷ ︸
RF (t)

≥ δ (5.1)

If (5.1) is met, the output of Scheme 2—which is ANDed with the output of the 87T

element—becomes one. Thus the transformer is tripped only if both 87T element and

Scheme 2 pick up.

Putting the proposed framework into practice entails implementation of Scheme 1 and

Scheme 2 inside the 87T’s software which involves two CT observer units and one trans-

former unit along with residual function. These units require observer gains which are

obtained through the observer design defined at section. 4.4.3. This is a one-time proce-

dure design that must be done for CT1, CT2, and the transformer after their parameters

are obtained - either via tests or available commercial data-sheets. Afterwards, thresh-

old δ can be fine-tuned practically for the healthy transformer while it is operating.

Further more, threshold can be set higher in order to provide safety margin for practical

purposes. This threshold accounts for parameter variations, noise, and other sources of

error. Software of Scheme 1 and Scheme 2 should be created such that it is ensured that

their processing time is less than a time step.



Chapter 6

Performance Evaluation

To evaluate the proposed technique, the 118-bus test system introduced in Chapter 2 is

utilized, and two GMD phenomena are simulated in EMTP-RV software with different

severities, that is, the magnitude of reference GEF is assumed to be 4 V/km and 10

V/km. The proposed technique is simulated in MATLAB for T46 and its associated

CTs, and its performance is corroborated under various operating conditions. Without

loss of generality, this chapter present the results for Phase-A of CT1 and T46. Same

results can be achieved for CT2 and other phases a well.

6.1 CT Correction During GMDs

This section probes into the performance of Scheme 1, introduced in Section 6.1, under

normal conditions, during GMDs, and when the transformer is experiencing a fault in

the presence of GICs. For all these scenarios, the estimated primary current (Îp,CT1),

actual primary current (Ip,CT1), and actual secondary current transferred to the primary

(nCT1Îs,CT1) are obtained and compared.

• Scenario 1: Normal operation and at the beginning of GMDs

In this scenario, the transformer is operating under normal condition before a GMD

starts at t = 0.5 s. Fig. 6.1 demonstrates the performance of Scheme 1 under two

GMDs with severities of 4 V/km and 10 V/km. As this figure shows, in both cases, an

exponential DC component shifts the CT primary current up immediately after GMDs

start. The DC component is larger when the GMD is more severe. In both cases,

the estimated primary current of CT1 perfectly overlaps the actual primary current

before and during GMDs, indicating that Scheme 1 is capable of estimating the primary

43
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Figure 6.1: Estimated and actual currents of CT1 during Scenario 1: A) GEF = 4
V/km, and B) GEF = 10 V/km.

0.99 1.01 1.03 1.05 1.07
Time (s)

-160

0

240

C
u

rr
e
n

t 
(A

)

(a)

0.99 1.01 1.03 1.05 1.07
Time (s)

-150

0

150

300

C
u
rr

e
n
t 

(A
)

(b)

Figure 6.2: Estimated and actual currents of CT1 during Scenario 2: A) GEF = 4
V/km, and B) GEF = 10 V/km.

current of CTs in the absence and presence of GICs. The reason for such an accurate

performance is that the state-space model developed for CTs correctly presents them

during GMDs, so the primary current is accurately estimated.

• Scenario 2: CT saturation due to GICs

Immediate rise of the DC component caused by the GMD is later on followed by another

slow rise pertaining to the transformer (T46), as previously explained in chapter 3. This

high-magnitude DC component effectively pushes CT1 into its saturation region. the

severity of saturation depends upon the magnitude of the DC component, which pertains

to the severity of the GMD. Fig. 6.2 shows the actual primary and secondary current

waveforms, as well as the estimated primary current, from t = 0.99 s, i.e., when the CT is

severely saturated in both GMD cases. As Fig. 6.2 shows, the estimated current closely

follows the actual one, while the CT’s secondary current is distorted due to saturation.

Thus this scenario clearly indicates that the proposed scheme accurately estimates the

primary current of CTs, regardless of the severity of the GMD phenomenon.
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Figure 6.3: Estimated and actual currents of CT1 during Scenario 3: A) GEF = 4
V/km, and B) GEF = 10 V/km.

• Scenario 3: Internal faults during GMDs

Similar to the previous two scenarios, the GMDs of this scenario start at t = 0.5 s.

Later on at t = 5 s, i.e., when the CT is saturated due to GICs, a 15% TT fault happens

at the secondary winding of T46. As a result of this fault, a large current flows in

to the transformer and CT1 saturates more severely. Figs. 6.3-(a) and (b) illustrate

the current waveforms of CT1 when the magnitude of reference GEF is 4 V/km and

10 V/km, respectively. As this figure shows, Îp,CT remains accurate while the CT is

experiencing a high-magnitude current during the fault, proving the ineffectiveness of

transformer internal faults on the accuracy of Scheme 1.

6.2 Internal Fault Detection During GMDs

This section evaluates the performance of Scheme 2 for T46 under various conditions,

i.e., during normal operation, when the transformer is saturated due to GICs, and under

internal faults. Additionally, it investigates the impacts of system loading condition on

the performance of the proposed technique. For each scenario, the estimated and actual

primary currents of the transformer are compared, and the associated RF is obtained.

As explained in Chapter 5, the RF must ideally remain at zero when no internal fault

has happened. However, even a small internal fault increases the RF and deviates the

estimated primary current from the actual one. This deviation is used to detect internal

faults.

• Scenario 4: Normal operation and at the beginning of GMDs

Similar to previous scenarios, two GMD cases with reference GEFs of 4 V/km and 10

V/km start at t = 0.5 s. In both cases, Scheme 2 estimates the primary current of
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Figure 6.4: Estimated and actual primary currents of T46 during Scenario 4: A)
GEF = 4 V/km, and B) GEF = 10 V/km.

the transformer using the procedure explained in Section 5.2. Fig. 6.4 shows the actual

(Ip,T46) and estimated primary (Îp,T46) currents of T46 before and after the GMD starts.

As seen in the figure, Scheme 2 continues to accurately estimate the primary current

regardless of the GEF magnitude and the DC exponential component. The reason for

this accuracy is that the model based on which Scheme 2 operates does not change when

GMDs start, and this model perfectly represent the transformer. Thus, estimation of

the primary current remains accurate, and RF (t), which is calculated based on (5.1),

does not grow. As a result, Scheme 2 does not pick up, and its output remains zero.

• Scenario 5: Transformer saturation due to GICs

The previous scenario showed that the accuracy of Scheme 2 is maintained after the ini-

tiation of GMDs. This scenario proves that this scheme will remain accurate during the

whole GMD phenomenon, even when the transformer saturates severely. Following the

initiation of GMDs at t = 0.5 s and the initial rise of the DC component, T46 begins to

slowly saturate, as discussed in chapter 3. After a while, e.g., at t = 4 s, the transformer

is saturated, and thus its secondary current is highly distorted. Fig. 6.5 illustrates the

actual and estimated primary currents of T46 when the transformer is saturated during

both GMD cases. As this figure shows, although the transformer’s secondary current

(Is,T46) is distorted, the estimated signal perfectly overlaps the primary current in both

cases. As explained in the previous scenario, the reason for such accuracy is that the

model based on which the observer operates remains accurate during saturation, and

as a result the primary current is estimated accurately. As a result, this scenario cor-

roborates the effectiveness of Scheme 2 when transformers are saturated due to GICs.
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Figure 6.5: Estimated and actual primary currents of T46 during Scenario 5: A)
GEF = 4 V/km, and B) GEF = 10 V/km.

• Scenario 6: Internal faults during GMDs

To evaluate the performance of Scheme 2 under internal faults, four fault cases are

simulated at the secondary winding of T46: (i) a 15% TT fault, (ii) a 75% TT fault, (iii)

a 15% Turn-to-Ground (TG) fault, and (iv) a 75% TG fault. All faults happen at t = 5

s, in the presence of GMDs that have already started since t = 0.5 s and their reference

GEFs are 4 V/km and 10 V/km. Figs. 6.6-6.13 illustrate the actual and estimated

primary currents of T46 and associated RFs during the above-mentioned fault cases. As

sub-figure (a) of all figures show, the transformer current increases in all cases as soon

as the faults happen. Given that the faults alter the transformer model, the estimated

values deviate from the actual ones immediately after the faults start (sub-figure (a) of

Figs. 6.6-6.13). This is due to the fact that the observer is designed based on the model

of the healthy transformer, but the actual transformer is faulty. Therefore, as Sub-figure

(b) of Figs. 6.6-6.13 show, the RF of the observer—which was nearly zero before the

faults happen—suddenly increases significantly upon initiation of the faults, signifying

that an internal fault is in progress. As Figs. 6.6-6.13 show, the extent of growth in the

RF depends on 1) the type of the fault (TT vs. TG), 2) the intensity of the fault (15%

vs. 75%), and 3) the severity of the GMD (4 V/km vs. 10 V/km). As this scenario

proved, Scheme 2 accurately detects internal faults in the presence of GICs immediately

after their occurrence, and its performance is not affected by the severity of GMDs.

• Scenario 7: Impacts of transformer’s loading condition on the proposed

schemes

To investigate the impacts of transformer loading condition on the proposed schemes,

the load of T46—which was 30.24 MVA (nominal load) with 0.94 lagging power factor

in previous scenarios—is changed in this scenario. To this aim, this scenario considers

two cases: (i) the transformer is underloaded and delivers 80% of its nominal load at
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Figure 6.6: (A) Actual and estimated primary currents, and (B) RF for a 15% TT
fault during a GMD with reference GEF of 4 V/km.
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Figure 6.7: (A) Actual and estimated primary currents, and (B) RF for a 15% TT
fault during a GMD with reference GEF of 10 V/km.
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Figure 6.8: (A) Actual and estimated primary currents, and (B) RF for a 75% TT
fault during a GMD with reference GEF of 4 V/km.

0.7 lagging power factor during a GMD with reference GEF of 4 V/km, and (ii) the

transformer is overloaded and delivers 120% of its nominal load at 0.9 leading power

factor during a GMD with reference GEF of 10 V/km. In both cases, the GMD has

started at t = 0.5 s, and a 15% TT fault happens at t = 5 s, when T46 and its CTs

are severely saturated due to GICs. Figs. 6.14 and 6.15 show the estimated and actual

primary currents of T46 and associated RF for cases (i) and (ii). As these figures

show, in both cases the observer accurately estimates the primary current (i.e., the

RFs are about zero) before the internal fault happens. However, as soon as the fault

starts, the estimated and actual primary currents do not overlap anymore and the RF
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Figure 6.9: (A) Actual and estimated primary currents, and (B) RF for a 75% TT
fault during a GMD with reference GEF of 10 V/km.
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Figure 6.10: (A) Actual and estimated primary currents, and (B) RF for a 15% TG
fault during a GMD with reference GEF of 4 V/km.
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Figure 6.11: (A) Actual and estimated primary currents, and (B) RF for a 15% TG
fault during a GMD with reference GEF of 10 V/km.

increases, indicating that a fault is in progress. As a result, as this scenario illustrated,

the performance of the proposed framework is not affected by loading condition of the

transformer, since load variations do not change the transformer model.

This chapter evaluated the performance of Scheme 1 and Scheme 2. As simulations have

shown, the presence of GICs causes CT and transformer saturation. The performance

of Scheme 1 - which compensates for the distorted CT waveforms - is demonstrated

for the following three scenarios: normal operation, the beginning of GMDs, saturated

CTs, and internal faults of the transformer. Afterward, the performance of Scheme 2 is
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Figure 6.12: (A) Actual and estimated primary currents, and (B) RF for a 75% TG
fault during a GMD with reference GEF of 4 V/km.

4.97 4.99 5.01 5.03 5.05
Time (s)

-650

-300

0

400

C
u
rr

e
n
t 

(A
)

(a)

4.97 4.99 5.01 5.03 5.05
Time (s)

0

150

300

R
F

 (
%

)

(b)

Figure 6.13: (A) Actual and estimated primary currents, and (B) RF for a 75% TG
fault during a GMD with reference GEF of 10 V/km.
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Figure 6.14: (A) Actual and estimated primary currents, and (B) RF for case (i) of
Scenario 7.

demonstrated by means of four different scenarios in order to showcase its performance

for internal fault detection. These four scenarios include 15% and 75% TT and TG

internal faults occurring at the transformer. The effect of transformer’s load condition

on Scheme 2 is also examined for both under-load and over-load conditions. These seven

scenarios illustrated that Scheme 1 and Scheme 2 can successfully be employed in 87T

in order to accurately detect faults during GICs.
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Figure 6.15: (A) Actual and estimated primary currents, and (B) RF for case (ii) of
Scenario 7.



Chapter 7

Conclusion and Future WorK

7.1 Conclusion

This study first proved that off-the-shelf transformer differential relays may malfunction

if an internal fault happens during a GMD. The reason is that the HB or HR elements

of differential relays might block the tripping signal or add extra restraint, respectively,

causing the fault to remain uninterrupted. To address this problem, this study pro-

posed an auxiliary framework for single-phase transformers or three-phase transformer

banks. This framework utilizes the LPV state-space equations of a power transformer

and its CTs, and represents them in the polytopic form. The framework also employs

LPV observers to estimate the state of the transformer and its CTs. To address the

above-mentioned problem, the proposed framework benefits from two schemes: (i) CT

correction and (ii) internal fault detection. The first scheme uses the estimated states of

CTs to precisely calculate their primary currents. Thus, this scheme enables the differ-

ential relay to use the estimated primary currents of its CTs rather than their distorted

secondary currents. The second scheme, on the other hand, uses the estimated states of

a transformer to calculate its primary current. Then, this scheme detects internal faults

of by comparing the estimated primary current of the transformer with the measured

one, i.e., a large difference between the two signifies an internal fault. Simulation results

obtained from EMTP-RV and MATLAB for various scenarios during two cases of GMD

with low and high intensities corroborated the effectiveness of the proposed framework.
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7.2 Future Work

1. GMD impacts on transformer differential protection has been reviewed in this

study. As stated in section 1, GICs can impact other components such as genera-

tors. Harmonics introduced by GICs can cause damage to the rotor of generator.

Static Var Compensators (SVCs) are also prone to these harmonics. In the future,

methods can be devised for protection of generators, SVCs, and other equipment

that may be harmed in the presence of GICs.

2. This study utilized two schemes containing LPV observers and residual functions to

tackle the maloperation of 87T scheme in the presence of GICs. Machine learning

techniques can be explored in the future to examine their behavior for addressing

this problem, and to examine whether they can offer additional benefits to this

problem.

3. This study assumes that the parameters of transformers and CTs do not change

over time and design observers based on this assumption. In case that transformer

parameters change over time or have measurement errors, ML approaches can be

designed to minimize the error of the observer in such situations.
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