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Abstract

The quadrotor is a type of unmanned aerial vehicles (UAVs) which is gaining popularity
over the past few years for its potential applications. Quadrotor UAVs are used, for instance,
for surveillance, search and rescue missions, monuments inspection, and aerial photography.
The crucial step towards a reliable application is the development of efficient attitude esti-
mation and control algorithms. The primary focus of this thesis consists in investigating
various attitude control techniques and their applications.

A nonlinear attitude estimator and a PD-like controller have been successfully implemented
on a Quadrotor UAV. However, the stability proof of the attitude observer/controller com-
bination is not obvious as the system is nonlinear. To solve this problem, an attitude
controller directly relying on inertial vector measurements and angular velocity has been
proposed. Some practical methods such as filtering and vector decoupling were developed
and discussed. Moreover, an inertial measurements based velocity-free attitude controller
has been designed.

Finally, real-time implementation has been conducted on a small-scale low-cost quadrotor
UAV. Experimental results have been carried out to show the effectiveness of the proposed
controllers and some experimental problems and further approaches of the velocity-free
controller are discussed.
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Chapter 1

Introduction

The quadrotor unmanned aerial vehicle (UAV) is a flying robotic vehicle without a human
operator on board. The quadrotor has some interesting capabilities, such as vertical take-off
and landing, hover capability, high maneuverability and agility. These advantages make the
quadrotor ideally suited for many civilian and military applications.

Recent advances in electronics, microcontrollers and low-cost sensors have revived interest in
the quadrotor among academic researchers and hobbyists. A lot of highly capable quadrotor
platforms have begun to move out of university laboratories and into widespread commercial
use, like photography and videography, for example Fig. 1.1 1. These models offer a ready-
to fly solution that does not require the advanced knowledge in avionics and flight control
systems from the operator. A reliable and robust quadrotor UAV platform is required to
be sufficiently flexible for research use [1, 2].

The main objective of this thesis is to develop a reliable and robust quadrotor platform
and improve the performance of our quadrotor UAV by implementing advanced nonlinear
attitude controllers.

(a) (b)

Figure 1.1: Quadrotors for photography and videography (a) DJI Phantom 3; (b) 3DR Solo

1 DJI Phantom 3, www.dji.com; 3DR Solo, 3drobotics.com

2

http://www.dji.com/
https://3drobotics.com/
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1.1 Overview of Quadrotor UAV Control Approaches

Attitude estimation and attitude control are two main tasks associated with developing
an autonomous quadrotor aerial robot. To control the flight of a quadrotor, in most of
the cases, it is required to estimate the orientation of the quadrotor UAV. The estimated
orientation is then used in the attitude control law. Recently developed attitude estimation
algorithms and attitude controllers are briefly discussed in the remainder of this section.

1.1.1 Attitude Estimation

The development of reliable attitude estimation algorithms that can run on the low-cost
computational hardware and low-cost sensing systems, is the key for the development of
successful quadrotor UAVs. A number of attitude estimation/filtering techniques have been
discussed in the literature [3, 4].

Theoretically, one of the easy ways is to integrate the rigid body attitude kinematics equa-
tions using angular velocity measurements data provided by gyroscopes. However, such a
solution may diverge beyond a few hundred milliseconds because of the existence of noise
and bias in the gyroscope measurements. An alternative way is to construct the attitude
algebraically using inertial measurements [5]. Several attempts were proposed to solve
the attitude reconstruction problem from inertial vector measurements as an optimization
problem, known as Wahba’s problem, such as QUEST algorithm [6], Singular Value Decom-
position (SVD) [7] and their extensions. However, significant errors may be generated from
imperfect measurements provided by accelerometers and magnetometers, and/or imprecise
knowledge of the considered inertial vectors.

The emergence of Kalman Filter (EK) theory and its subsequent advantages in the real-
time applications led to a broad class of attitude filtering methods for the aircraft systems.
Kalman filtering is performed in two steps: the first step predicts the current state variables
from the previous estimated variables based on the dynamics; another step updates the
estimated state variables with the weighted predicted states and noisy sensor measurements.
Since the attitude dynamics are nonlinear and the Kalman filter is originally designed for
linear systems, extensions of the Kalman filter to nonlinear systems, known as Extended
Kalman Filter (EKF) were proposed in [8–10]. Nevertheless, poor performances or even
divergence arising from the real-time linearization in the EKF have led to the development
of Multiplicative EKF (MEKF) [11] and Additive EKF (AEKF) [12]. Various versions of
the Kalman filter have proven their effectiveness in real-time applications. However, the
main drawback is their computational complexity and the fact that it is difficult to prove
closed-loop stability.

In recent decades, a class of new and powerful techniques relying on nonlinear observers
have brought new hopes for the attitude estimation problem [13–23]. There are some signif-
icant advantages of the nonlinear observers compared to Kalman-like filtering techniques,
such as rigorous stability proofs and strong mathematical arguments for their performance.
Moreover, some of the nonlinear attitude observers have been successfully implemented
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on low-cost microprocessors using the rotation matrix representation [15, 18, 19], and unit
quaternion representation [17, 22, 23]. A common assumption used in the design of atti-
tude observers, using inertial vector measurements, is that the accelerometer measures the
gravity vector in the body frame (see, for instance, [15, 18, 20]). This assumption is realis-
tic in near-hover operations (i.e., low translational accelerations). However, in the case of
relatively high translational accelerations, the accelerometer does not measure the gravity
vector anymore, and the attitude estimators, relying on the above mentioned assumption,
are not guaranteed to provide a reliable estimated attitude. To overcome this problem, an
alternative attitude observer, known as velocity-aided observer, relying on some additional
measurements (such as the linear velocity obtained from a GPS) has been proposed in the
literature (e.g., [22]). Another problem that has been dealt with in the literature is the
attitude estimation with gyro-bias [15,18,20,23]. Another issue in practical applications, is
that the magnetometer readings can be affected by the magnetic fields generated by motors,
as well as other magnetic fields generated by other electrical equipments in the environment.
To solve this problem, a vector decoupling strategy has been proposed in [20] and [24] to
locally remove the disturbances of the magnetometers from the estimation dynamics of the
roll and pitch. In [23], the authors extended the results to global vector decoupling and
fully tested the estimation algorithm in real-time applications. This modification shows
that the global vector decoupling estimation algorithm improved the overall quality of the
nonlinear attitude estimators. However, only almost-global stability and local exponential
stability have been achieved. The issue of global stability for attitude nonlinear estimation
algorithms has remained unsolved in the literature.

1.1.2 Attitude Control

For autonomous quadrotor UAV control, one of the most important parts is to design
efficient attitude stabilization and/or attitude tracking schemes. Many control techniques
have been proposed in the literature, see for instance [25–27] and the references therein.

One of the widely used methods known as the Proportional-Integral-Derivative (PID) con-
troller has been implemented in [28] and [29]. However, the PID controller, as well as other
linear controllers such as LQR [30], fail to work while dealing with aggressive maneuvers
or large attitude errors, since the stability of these methods is only guaranteed in a re-
stricted domain. Another approach has been proposed by introducing a decomposition of
the quadrotor system into an outer-loop for attitude control and an inner-loop for body
rates control [1] and [31], while the frequency of the inner-loop system is much higher than
that of the outer-loop system. This approach has been successfully implemented in the
real-time quadrotor systems. The main advantage of this approach is that the process of
the controller design is simplified. Similarly, it is not easy to show the stability of the overall
system and the stability of each subsystem is only guaranteed in a restricted domain.

Various nonlinear control methods, such as feedback linearization, backstepping and sliding
mode control have been proposed in the literature [32–36]. However, only ideal dynam-
ics without considering aerodynamics effects and sensor measurements were studied and
only simulation results were presented. In [37–39], some practical nonlinear controllers
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with experimental results have been proposed. For example, a nonlinear PID-like controller
designed directly on SE(3) for quadrotor UAV was tested in [38]. In [37], the authors
proposed a nonlinear control scheme based on Euler angles using a backstepping-like lin-
earization method. However, in order to cancel the nonlinear terms in the time derivative
of the Lyapunov function candidate, the control law requires the information of model pa-
rameters like moment of inertia. In [39], a new quaternion-based PD-like feedback control
scheme was proposed for quadrotor stabilization. The PD feedback structure involves vector
quaternion and angular velocity without any system model parameters, which is known as
a model-independent controller. The proposed PD-like controller guarantees almost global
asymptotic stability.

The attitude control problem, with full state feedback (i.e., attitude and angular velocity) is
well understood in the literature. Another performance and implementation-cost optimiza-
tion issue that arises is to design an attitude controller without angular velocity. Several
attempts have been made by introducing an observer-like passive system to reconstruct
the angular velocity in [40–43]. Even though, these control algorithms do not directly in-
volve the angular velocity, the latter is required to construct the attitude in the attitude
estimation algorithms. In [44], a true velocity-free attitude controller was firstly proposed
based on inertial measurements and the unwinding phenomenon was avoided. The authors
in [45–47] improved the result by introducing a modified observer-like passive system based
on inertial measurements, which reduces the set of unstable equilibria. However, some prac-
tical issues related to these angular velocity-free attitude control schemes, in the presence
of measurement noise, will be discussed later.

1.2 Thesis Contribution

The thesis contributions are as follows:

� Improved the parameter identification of moments of inertia in Chapter 3 by using the
attitude estimation algorithm proposed in [23] to collect the oscillation data around
the roll, pitch and yaw axes, respectively. The Fast Fourier Transform (FFT) has
been applied to find the natural frequencies of the oscillation tests.

� Implemented a PD-like unit quaternion based nonlinear attitude controller (proposed
in [39]) in Chapter 4. The orientation of the quadrotor was estimated by a nonlinear
attitude estimation algorithm proposed in [23]. Indoor flying testing results of the
quadrotor UAV have been presented.

� Implemented an inertial measurements based attitude controller for indoor real-time
testing of the quadrotor UAV in Chapter 5. The technique of vector decoupling was
introduced to improve the performance of the quadrotor stabilization.

� Analyzed the implementation issues of inertial measurements based velocity-free con-
troller proposed in [44] (see Chapter 6). Some linear dynamic analysis techniques have
been applied to study the performance of the control scheme.
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1.3 Thesis Outline

This thesis is divided into 7 chapters. Chapter 1 provides an introduction to quadrotor
UAVs, attitude estimation and attitude control.

Chapter 2 consists of a collection of mathematical background used throughout the rest
of this thesis. Chapter 3 gives a detailed description of the quadrotor hardware setup, pa-
rameter identification and useful calibration techniques. A PD-like unit quaternion based
attitude controller has been implemented in Chapter 4, with a non-linear attitude estimation
algorithm. In Chapter 5, we developed an inertial measurements based attitude controller
with vector filtering and vector decoupling techniques. Chapter 6 provides a detailed dis-
cussion about the implementation issues of the inertial measurements based velocity-free
controller.

Finally, Chapter 7 summarizes the work in this thesis and provides some suggestions for
future possible research work.



Chapter 2

Background and Preliminaries

2.1 Attitude Representations

When describing the rotational motion of the quadrotor, or more generally any rigid body,
it is often needed to known the orientation with respect to a reference frame attached to
the Earth, the Sun, or other stars. The aim of this section is to review some commonly
used attitude parameterizations (see [48] for more details).

As show in Fig. 2.1, let I denote the inertial (fixed) frame and B denote the body-attached
frame. The inertial frame is commonly attached to the Earth with the unit vector ẑI
orthogonal to the ground and the unit vector x̂I pointing to the North direction. The body
frame is attached to the quadrotor with the unit vector ẑB orthogonal to the platform and
the unit vector x̂B pointing to the forward direction.

ŷI

ẑI

x̂I

ẑB

+−

x̂B

−
+

ŷB

+
−

Rear - 3

Front - 1Left - 2

Right - 4

Figure 2.1: Quadrotor model with the inertial frame and body-attached frame

2.1.1 Euler Angles Representation

The Euler angles, introduced by Leonard Euler, are designed to describe the attitude of
reference frame relative to inertial frame by three successive rotation (Euler) angles about
the body fixed axes. The orientation of a rigid body in three dimensional Euclidean space

7
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is given by
(ϕ, θ, ψ) (rad) (2.1)

where, the three parameters (ϕ, θ, ψ) are known as roll, pitch and yaw, respectively.

Euler angles are the classical minimum parameter attitude representation, and they are easy
to visualize because of their clear physical definitions. However, there exists an inherent
problem in the Euler angles representation known as the singularity problem. The Euler
angles encounter singularity for θ = ±kπ, where k is any integer (k = 1, 2, · · · ). This geomet-
ric singularity further induces the singularity in the corresponding Euler angles kinematic
differential equations [49].

2.1.2 Rotation Matrix Representation

The rotation matrix, also known as the Direction Cosine Matrix (DCM), is the most popular
representation of the attitude of a rigid body. Consider the orientation of frame B with
respect to the inertial frame I. It can be described by three vectors:

IX̂B =

x̂B · x̂I
ŷB · x̂I
ẑB · x̂I

 I ŶB =

x̂B · ŷI
ŷB · ŷI
ẑB · ŷI

 IẐB =

x̂B · ẑI
ŷB · ẑI
ẑB · ẑI


where, x̂I , ŷI and ẑI are the coordinate vectors attached to the frame I, x̂B, ŷB and ẑB are
the coordinate vectors attached to the frame B, and IX̂B,

I ŶB and IẐB are unit vectors and
orthogonal to each other. u · v = ∥u∥∥v∥ cosϑ represents the dot product and ϑ is the angle
between the vectors u and v. The rotation matrix of frame B with respect to frame I is
defined as

I
BR =

(IX̂⊤
B

I Ŷ ⊤
B

IẐ⊤
B
)
=

x̂B · x̂I ŷB · x̂I ẑB · x̂I
x̂B · ŷI ŷB · ŷI ẑB · ŷI
x̂B · ẑI ŷB · ẑI ẑB · ẑI


The rotation matrix belongs to the special orthogonal group of dimension three SO(3). Let
R ∈ SO(3) be a rotation matrix, then one has that

R⊤R = RR⊤ = I3 det(R) = 1

where, I3 is the 3×3 identity matrix. We restrict our analysis to det(R) = 1, since rotation
matrices for which det(R) = −1 are not rigid-body transformations [50]. Assume that R
denotes a rotation from the inertial frame I to the body-attached frame B. Let vI ∈ R3

be the coordinates of a vector attached in the frame I, then the coordinates of this vector
expressed in the frame B are given by

vB = R⊤vI

where vB ∈ R3. The rotation matrix allows for easy computation of multiple rotations
through simple matrix multiplication.
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2.1.3 Unit Quaternion Representation

Another representation of the attitude of a rigid body is the unit quaternion, which is
defined as

Q =

(
η
q

)
, (η2 + q⊤q = 1) (2.2)

where, η ∈ R and q ∈ R3 are the scalar part and the vector part of the quaternion, respec-
tively. The unit quaternion can also be written as

Q =

(
cos(φ/2)

sin(φ/2)k̂

)
(2.3)

which represents a rotation by an angle φ about an arbitrary unit vector k̂. The unit
quaternion belongs to the set of unit quaternions given by

Q = {Q ∈ R4 | |Q| = 1} (2.4)

Define two unit quaternions Q1 and Q2 as:

Q1 =

(
η1
qv1

)
Q2 =

(
η2
qv2

)
Then, the quaternion multiplication is given by

Q1 ⊙Q2 =

(
η1η2 − q⊤v1qv2

η1qv2 + η2qv1 + qv1 × qv2

)
(2.5)

where, ⊙ denotes the quaternion product and × denotes the vector cross product. The unit
quaternion multiplication is non-commutative, since the cross product is non-commutative.
The inverse of a unit quaternion Q is given by

Q−1 =

(
η
−q

)
(2.6)

and one has

Q⊙Q−1 = Q−1 ⊙Q = QI =


1
0
0
0

 (2.7)

where QI is the identity quaternion, which can be viewed as a rotation by a zero angle about
an arbitrary unit vector. The unit quaternion multiplication can also be used to transform
a vector from one reference frame to another. Let vI ∈ R3 be a vector in the inertial frame
I and vB ∈ R3 be a vector projection of vI in the body-attached frame B . Then(

0
vB

)
= Q−1 ⊙

(
0
vI

)
⊙Q (2.8)

where, Q represents the attitude of the body frame. The quaternion representation has
some advantages over the other attitude representations. Its reduced number of parameters
makes it more suitable for real-time implementations. The main drawback of the quaternion
representation is its non-uniqueness. In particular, this is a twofold covering map, where
there exist a pair of antipodal unit quaternions ±Q ∈ Q for each attitude R ∈ SO(3).
Without careful designing, quaternion-based controllers may cause undesirable phenomena
such as unwinding [51].
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2.1.4 Comparison of the Attitude Representations

From the above discussion, we can conclude that each attitude representation has its own
advantages and disadvantages. The comparison of the above attitude representations is
given by Table 2.1 (see [?] for more details).

Representation Parameters Global Unique

Euler Angles 3 parameters No No

Quaternion 4× 1 unit vector Yes No

Rotation Matrix 3× 3 Matrix Yes Yes

Table 2.1: Comparison of attitude representations

In practical applications, different attitude representations may be combined for specific
requirements. Some useful equalities used in the remainder of the thesis are presented as
follows:

� Unit Quaternion and Euler Angles
The unit-quaternion can be generated by the Euler angles as follows:

Q =

(
η
q

)
=


c(ϕ/2)c(θ/2)c(ψ/2) + s(ϕ/2)s(θ/2)s(ψ/2)
s(ϕ/2)c(θ/2)c(ψ/2)− c(ϕ/2)s(θ/2)s(ψ/2)
c(ϕ/2)s(θ/2)c(ψ/2) + s(ϕ/2)c(θ/2)s(ψ/2)
c(ϕ/2)c(θ/2)s(ψ/2)− s(ϕ/2)s(θ/2)c(ψ/2)

 (2.9)

with c and s denoting the cosine and sine operators. The quaternion can also be
converted to Euler angles as follows:ϕθ

ψ

 =

atan2(2(ηq1 + q2q3), 1− 2(q21 + q22))
arcsin(2(ηq2 − q3q1))

atan2(2(ηq3 + q1q2), 1− 2(q22 + q23))

 (2.10)

where, atan2(·) : R × R → (−π, π] denotes the four-quadrant inverse tangent. It is
easy to check that Q = QI for ϕ = 0, θ = 0 and ψ = 0.

� Rotation Matrix and Euler Angles
The function that maps a vector of Euler angles to its rotation matrix from (x−y−z)
is given by

R = Rx(ϕ)Ry(θ)Rz(ψ) =

cθcψ sϕsθcψ − cϕsψ cϕsθcψ + sϕsψ
cθsψ sϕsθsψ + cϕcψ cϕsθsψ − sϕcψ
−sθ sϕcθ cϕcθ

 (2.11)

where Rx(ϕ), Ry(θ) and Rz(ψ) denote rotations around the x, y and z axes by angles
ϕ, θ and ψ, respectively.

Rx(ϕ) =

1 0 0
0 cϕ −sϕ
0 sϕ cϕ

 Ry(θ) =

 cθ 0 sθ
0 1 0

−sθ 0 cθ

 Rz(ψ) =

cψ −sψ 0
sψ cψ 0
0 0 1


where, it is easy to check that R = Rx(0)Ry(0)Rz(0) = I3
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� Unit Quaternion and Rotation Matrix
The rotation matrix is related to the unit-quaternion through the Rodriguez formula
R = R(Q) [48]. The mapping R : Q → SO(3) is given by

R(Q) = I3 + 2ηS(q) + 2S(q)2 = (η2 − q⊤q)I3 + 2qq⊤ + 2ηS(q) (2.12)

where, S : R3 → so(3), and

S(x) =

 0 −x3 x2
x3 0 −x1
−x2 x1 0


with x = [x1, x2, x3]

⊤, and so(3) = {S ∈ R3×3 | S⊤ = −S} denotes the set of 3 × 3
skew symmetric matrices. Given a rotation matrix R and two vectors x, y ∈ R3, we
have the following useful properties: S(x)y = −S(y)x = x×y, S(x)x = 0, S(x)S(y) =
yx⊤−(x⊤y)I3, S(S(x)y) = S(x)S(y)−S(y)S(x) = yx⊤−xy⊤ and S(Rx) = RS(x)R⊤.
The rotation matrix (2.12) can be further expanded in a matrix form as

R(Q) =

1− 2(q22 + q23) 2(q1q2 − ηq3) 2(ηq2 + q1q3)
2(q1q2 + ηq3) 1− 2(q21 + q23) 2(q2q3 − ηq1)
2(q1q3 − ηq2) 2(ηq1 + q2q3) 1− 2(q21 + q22)


where, it is easy to check that R(QI) = I3.

Note that the quaternion representation is an over parameterization of the rotation
space SO(3), which means that the mapping from SO(3) to Q is not a one-to-one
mapping. There are two unit quaternions Q and −Q (not Q−1) represent the same
rotation matrix R (i.e., R(Q) = R(−Q)).

2.2 Dynamic Model of the Quadrotor UAV

The general motion of a quadrotor UAV in space is a combination of translational and
rotational motions. The dynamical model of a quadrotor described in [52] and [39] is given
by

ṗ = v (2.13)

v̇ = ge3 −
1

m
T Re3 (2.14)

Ṙ = RS(ω) (2.15)

If ω̇ = −ω × Ifω −Ga + τ (2.16)

Irϖ̇i = τi −Qi, i ∈ {1, 2, 3, 4} (2.17)

where

p ∈ R3: position of the origin of the airframe (frame B) with respect to the frame I,

v ∈ R3: linear velocity of the quadrotor expressed in frame I,
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m ∈ R: mass of the quadrotor,

g ∈ R: acceleration of the quadrotor due to gravity,

e3 = [0, 0, 1]⊤ ∈ R3: unit vector expressed in frame I,

T ∈ R: total thrust generated by the four motors,

R ∈ SO(3): orientation of the airframe,

ω ∈ R3: angular velocity of quadrotor expressed in the body-fixed frame B,

If ∈ R3×3: symmetric positive-definite constant inertial matrix around the center of
mass expressed in frame B,

τ ∈ R3: airframe torque generated by the rotors,

ϖi ∈ R: angular velocity of the motor i,

τi ∈ R: torque produced by the motor i,

Ir ∈ R: the moment of inertia of the motor i,

The gyroscopic torque Ga generated by the combination of the rotations of the airframe
and the four rotors, is give by

Ga :=
4∑
i=1

(−1)i+1Ir(ω × e3)ϖi

The reactive torque Qi generated by the motor i due to rotor drag, in free air, is given by

Qi := −κϖ2
i

where, κ is a positive coefficient. The airframe torques τ = [τϕ, τθ, τψ]
⊤ and total thrust T

generated by the rotors are given by

τϕ = db(ϖ2
2 −ϖ2

4) (2.18)

τθ = db(ϖ2
1 −ϖ2

3) (2.19)

τψ = κ(ϖ2
2 +ϖ2

4 −ϖ2
1 −ϖ2

3) (2.20)

T = b(ϖ2
1 +ϖ2

2 +ϖ2
3 +ϖ2

4) (2.21)

where, b is a positive coefficient and d is the distance between the rotor and the the center
mass of the quadrotor aircraft. The coefficients κ and b are dependent on the density of air,
size and shape of blades, as well as other factors(see [53] and [27] for more details). These
two parameters will be identified in Section 3.2.

The main objective of this thesis is to control the orientation of the quadrotor in the
flight. Hence, the translational dynamics are not considered in this thesis. Note that the
gyroscopic torque is a passive term in the sense that it does not contribute to the variation
of the rotational kinetic energy of the quadrotor and can be handled as zero i.e., Ga ≈ 0, in
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near hover-conditions (i.e., small pitch and roll angles). Therefore, the attitude kinematics
using the unit quaternion representation are given by:

Q̇ =
1

2
Q⊙Qω =

1

2

[
−q⊤

ηI3 + S(q)

]
ω (2.22)

If ω̇ = −ω × Ifω + τ (2.23)

which can also be written by the Euler angles representation [54] as

ϕ̇ = ω1 + ω2 sinϕ tan θ + ω3 cosϕ tan θ

θ̇ = ω2 cosϕ− ω3 sinϕ

ψ̇ = ω2 sinϕ sec θ + ω3 cosϕ sec θ

ω̇1 =
(Iθ − Iψ)

Iϕ
ω2ω3 +

1

Iϕ
τϕ

ω̇2 =
(Iψ − Iϕ)

Iθ
ω1ω3 +

1

Iθ
τθ

ω̇3 =
(Iϕ − Iθ)

Iψ
ω1ω2 +

1

Iψ
τψ (2.24)

where, the inertia matrix If = diag(Iϕ, Iθ, Iψ), angular velocity ω = [ω1, ω2, ω3]
⊤, and

control torque τ = [τϕ, τθ, τψ]
⊤.



Chapter 3

Experimental Platform

Recently, various open-source platforms dealing with quadrotor UAVs have been developed.
A comparative study of these quadrotor UAV platforms is given in [55]. Our experimental
platform is designed based on the Arducopter [56] provided by 3DR-robotics [57] as shown
in Fig. 3.1. The setups of our quadrotor platform for the experiments are the airframe, the
autopilot system, and other electronic parts. The control algorithms are programed using
C/C++ with the open-source Arduino software.

3.1 General Overview of Airframe and Electronics

Figure 3.1: Experimental platform

As shown in Fig. 3.1, the quadrotor consists of a cross frame with 4 aluminum arms and 4
motors attached to the end of each arm, fibreglass mounting platforms and fibreglass landing
legs. Its hardware include micro-processors, inertial sensors, electronic speed controllers
(ESCs), actuators and other necessary parts. All the parts are widely available and easy to
be replaced. Details about the individual components will be provided in the remainder of
this section. An overview of the experimental hardware has been shown in Fig. 3.2, and a
diagram of the quadrotor hardware is presented in Fig. 3.3.

14
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Figure 3.2: Overview of the quadrotor hardwares

Figure 3.3: Diagram of the quadrotor hardwares

3.1.1 Autopilot System

The ArduPilotMega (APM) 2.5 is the main on-board controller equipped in our quadrotor
UAV. The APM 2.5 is a low-cost system and is available as a ready-to-fly solution. As shown
in Fig. 3.4, it contains two microprocessors (Atmel Atmega 2560 and Atmel Atmega 32U-2)
and an Inertial Measurement Unit (IMU: a MPU6000 and a HMC5883L). The details are
provided as follows:

� Atmel Atmega 2560 1:

A high-performance, low-power 8-bit AVR RISC based microprocessor with 256kB
flash memory, 8KB SRAM and 4KB EEPROM. It has 86 general purpose I/O lines,
4 USARTs and serial peripheral interface (SPI) and I2C interface to communicate
with the sensors and peripherals. Also, it contains real-time counters, six flexible
timer/counters with compare modes and hardware and software generated PWM sig-

1http://www.atmel.com/devices/atmega2560.aspx

http://www.atmel.com/devices/atmega2560.aspx/
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Figure 3.4: Autopilot system APM 2.5

nals for generating motor output and demodulating input radio signals. This device
operates at 16MHz between 4.5-5.5 volts input source which is sufficient for the im-
plementation of hardware setup and control algorithms as well as communication
functions. For more details, please refer to [58].

� Atmel Atmega 32U2 2:

Atmega32U2 is a secondary microcontroller on-board of the APM2.5, which is a high
performance, low power 8-bit microcontroller with 32K bytes of ISP flash and USB
controller. Its primary function consists of offloading the radio inputs and motor out-
puts generated by Atmega2560. Up to eight radio input channels can be fed to the
general pupose pins of Atmega32U2 and are converted to PPM (Pulse Position Mod-
ulation) signals to be decoded by Atmega2560. It also acts as the in-line programmer
for the Atmega2560. The Atmega32U2 is connected to USB header and serves as a
programmer via the UART0 pin of the Atmega2560. It is the main source of com-
munication between the base-station computer and the APM2.5. Further details are
provided in [59].

� Invensense MPU6000:

MPU-6000 from Invense Inc. combines a 3-axis accelerometer and a 3-axis gyroscope
on the chip with an onboard digital motion processor capable of processing complex
9-axis MotionFusion algorithms. It is connected to the Atmega2560 through the SPI
lines and is fully programmable. It is a highly versatile device offering a large variety
of gyroscope full-scale range of ±250, ±500, ±1000, and ±2000 degrees/sec (dps) and
a user-programmable accelerometer full-scale range of ±2g, ±4g, ±8g, and ±16g.

The output of the accelerometer is sampled by 16-bit ADC on each axis and condi-
tioned by a low pass filter with variable configuration. Another set integrated 16-bit
ADCs sample each gyroscope axis from 8000 to 1000 samples per second and a config-
urable low-pass filter can be set to a wide range of cut-off frequencies (see Table 3.1
for details). Both the gyroscope and accelerometer reading are stored in data registers

2http://www.atmel.com/devices/ATMEGA32U2.aspx

http://www.atmel.com/devices/ATMEGA32U2.aspx


3.1. General Overview of Airframe and Electronics 17

and can be recovered by Atmega 2560 via SPI protocol. More details can be found
in [60].

Accelerometer (Fs = 1kHz) Gyroscope

Bandwidth(Hz) Delay (ms) Bandwidth (Hz) Delay (ms) Fs(khz)

260 0 256 0.98 8
184 2.0 188 1.9 1
94 3.0 98 2.8 1
44 4.9 42 4.8 1
21 8.5 20 8.3 1
10 13.8 10 13.4 1
5 19.0 5 18.6 1

Table 3.1: Low pass filter specifications for the accelerometer and gyroscope

� Honeywell HMC5883L

The Honeywell HMC588L magnetometer is a 3-axis digital compass measuring its
surrounding magnetic field. Since there is no on-board regulator, a regulated voltage
of 2.16-3.6V should be supplied. The magnetometer has a full scale reading of ±8
gauss that is scalable through a 3-bit gain control ranging the output from ±1 gauss
to±8 gauss. The output of the magnetometer is sampled on-chip by 12-bit ADC which
enables 1° to 2° compass heading accuracy. The reading is stored in a data register
and accessed by the I2C digital interface. The output rates can be varied from 0.75Hz
to 75Hz with the default being 15Hz. Since the quadrotor platform is designed for
agile performance, the magnetometer is configured to run at the maximum output
rate of 75Hz. See [61] for more details.

3.1.2 Communication

The RC radio transmitter (FS-TH9X 3) and the RC radio receiver (FS-R8B) set used for
radio communication in our quadrotor platform is a 2.4 GHz system with 8 channels as
shown in Fig. 3.5. However, only 5 channels have been used in our quadrotor system for
sending the commands (PPM signals) of the roll, pitch, yaw, throttle, and mode-switch.

The throttle stick does not return to the middle position when the finger is removed, while
the roll and pitch control sticks do return to the center. The PPM signals from the trans-
mitter vary while changing the angles of control sticks having a value between 900-2200.
The maximum and minimum throttle values vary slightly and must be recorded in order to
properly generate desired thrust. The PPM values of the pitch and yaw at the center are
designed as zero angles, since the pitch and roll sticks can return to the center automatically.
In order to properly generate the desired roll and pitch angles, the PPM values at the center
must be recorded. For the yaw command, it is a little different from the roll/pitch. The
position of the yaw stick provides the rotation rate of the yaw and zero rotation rate at the
center.

3http://www.flysky-cn.com/products detail/&productId=42.html

http://www.flysky-cn.com/products_detail/&productId=42.html
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Figure 3.5: Transmitter FS-TH9X (left) and receiver FS-R8B (right)

The wireless serial connectivity is provided to make a communication between the ground
base-station computer and the quadrotor UAV. The wireless serial communication system
operates at 2.4GHz using an Xbee Series 1 module connected to the quadrotor and an
XStick USB module connected to the computer (see Fig. 3.6). Experimental data, for
example the sensor measurements, are sent to the ground station for analysis. The baud
rate of the serial communication has been set as 57600bps in our quadrotor system.

Figure 3.6: Xbee serial 1 module (left) and XStick USB module (right)

3.1.3 Power Module and Actuators

The entire platform is powered by a 3300mAh 3-cell lithium polymer battery. The battery
voltage when fully charged is 12.4V, and 9.9 V when discharged.

The brushless motor and electronic speed controller (ESC) pairs, as shown in Fig. 3.7, serve
as actuators for the quadrotor. The ESCs are driven by the PWM signals of the desired
motor speeds sent from the APM 2.5. The ESC convert the DC voltage provided by the
battery to a 3-phase AC current to drive the motor working at the designed speed. Since,
the speed of the motor is controlled by the ESC, a feedback from the motor is embedded.
Earlier speed controller employed Hall effect sensors but more recent ones measure the
back-EMF generated in the un-driven coils. The motor A2830 used in our quadrotor is an
out-runner brushless motor. Its specifications provided by the manufacturer are given in
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Figure 3.7: 20Amp ESC (left) and brushless motor (right)

Table 3.2.

Model Volts KV (rpm/V) Max Pull Weight Max power ESC

A2830-12 7.5-15V 850 880g 52g 200watt 20A

Table 3.2: Motor specification

One can obtain the max speed of motor A2830 powered by our battery (at 12 Voltage) as

ϖmax = 12× 850× 2π

60
rad/s = 1.0681× 103rad/s

3.2 Model Identification

3.2.1 Propeller Aerodynamics

Based on the aerodynamics model, the steady-state thrust generated by the propeller while
hovering (i.e., a rotor that is not translating horizontally or vertically) in free air can be
modeled using momentum theory (see [62] and Section 2.2.6 in [63] for mere details) as

T = CTρn
2D4 = bϖ2 (3.1)

where, CT is the coefficient of thrust dependent on the propeller geometry and aerodynamics
characteristics, ρ is the density of air, n is the speed revolutions per sec, D is the diameter
of the propeller, ϖ is the angular velocity of the motor, and b denotes the thrust factor.

The propeller reactive torque is generated by the propeller motion as follows

Q = CQρn
2D5 = κϖ2 (3.2)

where CQ = CP /2π and CP are the power coefficients of the propeller dependent on the
propeller geometry and aerodynamics characteristics, and κ denotes the torque coefficient.

The propellers used in our experiments are the APC 10× 4.7 propellers with a 10-inch
diameter and a pitch of 4.7-inch per revolution. The thrust and power coefficients are
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Name Parameter Value Units

Diameter D 0.2540 m
Thrust coefficient CT 0.1223 −
Power coefficient CP 0.0494 −
Air density (15�) ρ 1.225 kg/m3

Table 3.3: Propeller thrust parameters

determined by static thrust tests done in [64]. From (3.1) and (3.2), and the parameters
provided in Table 3.3, one can obtain the thrust coefficient b and torque coefficient κ as

b =
CTρD

4

4π2
= 1.5796e−5 (3.3)

κ =
CPρD

5

8π3
= 2.5792e−7 (3.4)

3.2.2 Moment of Inertia

Motivated by the work done in [65], a similar pendulum experiment setup has been realized
by hanging the aircraft from one end, and allowing it to swing around the axis of interest
(see [65] for more details). The kinetic energy is given by

K =
1

2
Iiϑ̇

2 +
1

2
m(ϑ̇l)2 (3.5)

where, ϑ is the oscillation angle, Ii is the moment of inertia, l is the distance from the center
of gravity of the quadrotor to the hanging point, and m is the mass of the quadrotor. The
potential energy is given by

V = mg(l − l cosϑ) (3.6)

Then, we obtain the Lagrangian as follows:

L = K − V =
1

2
Iiϑ̇

2 +
1

2
m(ϑl)2 −mg(l − l cosϑ) (3.7)

Applying Euler-Lagrange equation,

d

dt
(
∂L

∂ϑ̇
)− ∂L

∂ϑ
= 0 (3.8)

one obtains the following second-order dynamics

(Ii +ml2)ϑ̈+mgl sinϑ = 0 (3.9)

Since the oscillation occurs in small angles, let us assume that ϑ is small enough, i.e.,
sinϑ ≈ ϑ, then we can rewrite (3.9) as

(Ii +ml2)ϑ̈+mglϑ = 0 (3.10)
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The natural frequency of the second-order dynamics (3.9) is given by

ωn,i =

√
mgl

Ii +ml2
(3.11)

On the other hand, the natural frequency can also be obtained from the experimental test.
With the natural frequency obtained from the test, one obtains the moment of inertia as
follows:

Ii =
mgl

ω2
n,i

−ml2 (3.12)

Three tests are reported, and the oscillation responses around the roll, pitch and yaw axes
have been shown in Fig. 3.8-3.10 respectively.
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Figure 3.8: Test 1: oscillation around x axis

Instead of manually calculating the natural frequencies, the Fast Fourier Transform (FFT)
is applied using MATLAB to find the natural frequencies of the oscillations around the roll,
pitch and yaw axes, respectively. As shown in Fig. 3.11, the natural frequencies can be
obtained as follows:

ωn,ϕ = 5.3426 rad/s ωn,θ = 5.3627 rad/s ωn,ψ = 5.0762 rad/s. (3.13)

Substituting these natural frequencies in (3.12) with the mass provided in Table 3.4, we
have the following moment of inertia around the roll, pitch and yaw axes respectively as

Iϕ = 0.0159 kg ·m2 Iθ = 0.0150 kg ·m2 Iψ = 0.0297 kg ·m2 (3.14)

3.2.3 Other Parameters

To generate the exact thrust for hovering where the total thrust is equal to the gravity,
the knowledge about the weight of the quadrotor aircraft is required. Unlike the gas pow-
ered aircraft and spacecraft, the mass of our electric powered quadrotor does not change
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Figure 3.9: Test 2: oscillation around y axis
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Figure 3.10: Test 3: oscillation around z axis

throughout the flight. The mass of our quadrotor is 1.234 kg measured by a digital hanging
scale.

From (2.18) - (2.21), the distances from the center mass of the quadrotor to the center
of each motor are required to find the actual torque applied to the quadrotor. Assuming
careful design, the center of gravity can be considered as the intersection point of the four
arms. So we measured the distance between a pair of motors and divided it by two. The
distance d is given by 0.259 m.
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Figure 3.11: Oscillation results with FFT

Finally, the model parameters involved in our quadrotor model are given in Table 3.4.

Parameter Description Value Units

Iϕ Roll Inertia 0.0159 kg ·m2

Iθ Pitch Inertia 0.0150 kg ·m2

Iψ Yaw Inertia 0.0297 kg ·m2

b Thrust coefficient 1.5796e-05 N · s2/rad2
κ Torque coefficient 2.5792e-07 N ·m · ss/rad2
d Distance 0.259 m
m Mass 1.234 kg
g Gravity Constant 9.81 m/s2

Table 3.4: Quadrotor system parameters

3.3 Calibration Techniques

3.3.1 Sensors Calibration

The sensors used in our quadrotor, for example, the gyroscope, the accelerometer, and the
magnetometer, are prone to have biases in the measurements. Since the changes of these
biases during one flight are negligible, this allows us to estimate them once at the beginning
of a mission and then keep them constants. For the sensors calibration, we assume that the
noise in the measurements have zero mean. The details of the sensors calibration are as
follows:
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� Gyroscope Calibration: The gyroscopes measure the angular velocity of the quadrotor
relative to the inertial frame expressed in the body-fixed frame B.

ωB = ω + bg + ng (3.15)

where bg is a constant (or slowly time-varying) gyro bias, ng denotes the additive
measurement noise, and ω is the actual angular velocity expressed in the body-fixed
frame. We can average the gyroscope measurements over N samples at the beginning
(before take-off i.e., ω = 0) to estimate the gyroscope measurement bias bg, which is
given by

b̂g =
1

N

N∑
k=1

ωB(k)

� Accelerometer Calibration: The accelerometers measure the instantaneous linear ac-
celeration of the quadrotor expressed in body-fixed frame B.

aB = R⊤(a− ge3) + ba + na (3.16)

where, R is the rotation matrix, ba is a bias term, na denotes the additive measurement
noise, and a is the derivative of the linear velocity expressed in the inertial frame.
Similarly, the accelerometer measurements can also be averaged over N samples before
take-off i.e., R = I3 given by

b̂a =
1

N

N∑
k=1

aB(k) + g

When performing the sensor biases calibration, we sampled the IMU reading over a 6s
period, which is enough to provide accurate estimates of the biases. The accelerome-
ters and gyroscopes are highly susceptible to vibration, therefore, they are mounted
on a foam tape or gel to reduce the noise in the sensor measurements. Moreover, a
Digital Low Pass Filter (DLPF) has also been implemented to further clean the sensor
signals.

� Magnetometer Calibration: The magnetometers provide measurements of the ambient
magnetic field, which is defined by

mB = DR⊤mI + bm + nm (3.17)

where, D is the distortion, mI denotes the Earth’s magnetic field vector (expressed
in the inertial frame), bm is a body-fixed frame expression for the local magnetic
disturbance, and nm denotes the measurement noise. The noise nm is usually low for
magnetometer reading; however, the local magnetic disturbance bm can be significant,
especially if the sensor is placed near the power wires and/or the motors.

The compensation approach proposed in [66] and [67] has been implemented in our
quadrotor system. Define

D =

 ϵx 0 0
ϵy sin δx ϵy cos δx 0

ϵz sin δy cos δz ϵz sin δz ϵz cos δy cos δz

 bm =

ϱxϱy
ϱz


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with (ϵx, ϵy, ϵz) are the total scale errors, (δx, δy, δz) are the sensor misalignment angles,
and (ϱx, ϱy, ϱz) are the sensor offsets. In the absence of noise, one can solve the (3.17)
for R⊤mI as

R⊤mI = D−1(mB − bm) (3.18)

Using the fact that mB = [mBx ,mBy ,mBz ]
⊤, and taking the norm of (3.18) on both

sides, one has

C1m
2
Bx

+ C2mBxmBy + C3mBxmBz + C4m
2
By

+ C5mBymBz

+ C6m
2
Bz

+ C7mBx + C8mBy + C9mBz = C10 (3.19)

where, the coefficients Ck, 1 ≤ k ≤ 10 are the functions of the 10 parameters
ϵi, δi, ϱi, i ∈ {x, y, z} and ∥mI∥. The value of ∥mI∥ can be found from the local
magnetic field, and the best estimates of Ck in a least-square sense can be found by
restructuring (3.19), putting it in matrix form with N samples

XC = W (3.20)

where

X =


m2

Bx1
mBx1mBy1 · · · mBz1

m2
Bx2

mBx2mBy2 · · · mBz2

...
...

. . .
...

m2
BxN

mBxN
mByN

· · · mBzN


︸ ︷︷ ︸

N×9

C =


C1/C10

C2/C10
...

C9/C10


︸ ︷︷ ︸

9×1

W =


1
1
...
1


︸︷︷︸
N×1

where, the magnetometer data set {mB} consisting of N data points (at least 1000
samples) are collected by rotating the quadrotor along all the axes, and recorded them
using the serial communication. Finally, Cest, a least-squares best fit estimate for C,
can be generated as

Cest = (X⊤X)−1X⊤W (3.21)

Now the estimates of C have been found, solutions for ϵi, δi, ϱi, i ∈ {x, y, z} can be
obtained by solving nine nonlinear equations with nine unknowns. In this case, MAT-
LAB is used to solve for the parameters from the measured data. See Appendix C for
more details.

The nine parameters involved in our test are solved and given by

ϵ =

0.80270.8218
0.7213

 δ =

0.00010.0205
0.0068

 ϱ =

 0.0528
0.0181
−0.0007

 (3.22)

Fig. 3.12 shows the calibration results. The calibrated 3-axis magnetometer measure-
ments trace out a sphere centered at the origin, since the magnitude of the magnetic
vector is constant. The uncalibrated magnetometer measurements appear elliptical
instead of spherical. With the estimated distortion D and local magnetic disturbance
bm, the future magnetometer measurements can be corrected as follows:

m̂B = D−1(mB − bm) (3.23)

Note that the magnetometer measurements need to be calibrated again once the
environment is changed.
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Figure 3.12: Magnetometer calibration results

3.3.2 Propeller Efficiency Calibration

As mentioned in (3.1), the thrust f of a single rotor can be modeled as

f = CTρn
2D4 = bϖ2 (3.24)

The rotor angular velocity ϖ is controlled by the ESC. However, the density of the air
ρ is not constant as it depends on the air pressure and temperature. Additionally, wear
and possible damages to the propellers and rotors might cause unexpected changes in CT .
These effects might change the equilibrium point of the quadrotor system and cause an
observable translational motion during hover. Let us define the real propeller efficiency
mapping coefficient ci, i ∈ {1, 2, 3, 4}, then the actual thrust and drag moment generated
by the propeller i are given by

T a
i = cibϖ

2
i Qai = ciκϖ

2
i

In the case of hovering, the angular velocity and the acceleration of the quadrotor should
be equal to zero and the gravity, respectively. Thus, from (2.22) and (2.23), one obtains
the following equation 

0 db 0 −db
db 0 −db 0
−k k −k k
b b b b



c1ϖ

2
1

c2ϖ
2
2

c3ϖ
2
3

c4ϖ
2
4

 =


0
0
0
mg

 (3.25)
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The equation (3.25) can be rearranged as
c1ϖ

2
1

c2ϖ
2
2

c3ϖ
2
3

c4ϖ
2
4

 =


0 1

2db − 1
4k

1
4b

1
2db 0 1

4k
1
4b

0 − 1
2db − 1

4k
1
4b

− 1
2db 0 1

4k
1
4b




0
0
0
mg

 (3.26)

Then, we can solve for ci as

ci =
mg

4bϖ2
i

, i = 1, 2, 3, 4 (3.27)

where, the motor speeds are obtained by averaging the applied motor speeds over N samples,

ϖi =
1

N

N∑
k=1

ϖi,k

To perform the propeller efficiency calibration, we sample the applied motor speeds over a
5s period, which is sufficient to get a good motor speed estimation. Then, the actual torque
and thrust applied to the quadrotor can be generated as

τaϕ
τaθ
τaψ
T a

 =


0 db 0 −db
db 0 −db 0
−k k −k k
b b b b



c1 0 0 0
0 c2 0 0
0 0 c3 0
0 0 0 c4



ϖ2

1

ϖ2
2

ϖ2
3

ϖ2
4

 (3.28)

With the propeller efficiency coefficients, one can modify the desired motor speeds from
the designed torque and thrust as

ϖ2
1,d

ϖ2
2,d

ϖ2
3,d

ϖ2
4,d

 =


1
c1

0 0 0

0 1
c2

0 0

0 0 1
c3

0

0 0 0 1
c4




0 1
2db − 1

4k
1
4b

1
2db 0 1

4k
1
4b

0 − 1
2db − 1

4k
1
4b

− 1
2db 0 1

4k
1
4b



τϕ
τθ
τψ
T

 (3.29)

Assmue that ϖi = ϖd
i , i = 1, 2, 3, 4, one can conclude that the actual torque and thrust

are equal to the designed control torque and thrust. Note that the propeller efficiency
coefficients may change after flying several times , the coefficients are given as follows
during our test

1

c1
= 1.10

1

c2
= 1.02

1

c3
= 1.00

1

c4
= 1.13 (3.30)

3.3.3 RC Channels and ESCs Calibration

The RC transmitter/receiver, shown in Fig. 3.5, requires some simple calibration to ensure
proper operation. The calibration of RC channels is a straightforward process simply move
each of the enabled sticks through their full range and record the maximum, minimum and
trim values for each RC channel. By moving the control sticks to their limits of travel, one
has the channels parameters presented in Table 3.5. The desired thrust of quadrotor at the
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Channel Minimum Trim Maximum Function

0 1074 1501 1926 Roll

1 1084 1503 1936 Pitch

2 992 992 1714 Throttle

3 1070 1504 1922 Yaw

Table 3.5: RC channels parameters

period k can be generated as

Td(k) = 4b

(
PT ,r(k)− PT ,min
PT ,max − PT ,min

ϖmax

)2

(3.31)

where, b is the thrust coefficient defined in Section 3.2.1, PT ,min and PT ,max are the minimum
and maximum throttle values respectively, PT ,r is the throttle PPM value received from
the transmitter, and ϖmax is the maximum angular velocity of the motor defined in Section
3.1.3.

The desired roll, pitch and yaw angles at the period k are given by

ϕd(k) =
Pϕ,r(k)− Pϕ,trim

Sf
(3.32)

θd(k) =
Pθ,r(k)− Pθ,trim

Sf
(3.33)

ψd(k) = ψd(k − 1) +
Pψ,r(k)− Pψ,trim

Sy
(3.34)

where, Pϕ,r, Pθ,r and Pψ,r denote the PPM values of the roll, pitch and yaw commands
respectively, Pϕ,trim, Pθ,trim and Pψ,trim are the recorded trim PPM values of the roll,
pitch and yaw respectively. The parameter Sf denotes the stick factor for the roll and
pitch converting the PPM values to Euler angles. The choice of this stick factor is 1/20
providing a maximum desired angle about 25 degree for the roll and pitch. The parameter
Sy determines the sensitivity of the rotation rate of the yaw, which is set as 1000.

Electronic speed controllers are responsible for spinning the motors at the speed requested
by the autopilot. ESCs calibration is also important, since the ESCs need to know the
minimum and maximum PWM values that the flight controller will send. A complete
process of ESC calibration using the ground station and APM can be found in [68]. After
successfully calibrating, the mapping from the motor speed to the PWM value of motor i
is given by

Pi = PT ,min +
ϖi

ϖmax
∗ (PT ,max − PT ,min) (3.35)

where, ϖi denotes the speed of motor i and ϖmax denotes the maximum motor speed, and
PT ,max and PT ,min are the maximum and minimum throttle PWM values.
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3.4 Overview of the Quadrotor Implementation

An overview of the cascaded controllers used for our quadrotor system is shown in Fig. 3.13.
The lower level, the higher bandwidth, is the control of the four rotor angular velocities.
Another level is the on-board attitude control of the quadrotor at the frequency of 100Hz.
The processes of the on-board controller can be separated into three steps (from left to
right):

Quadrotor
UAVESC Motor

On-board
Controller

Remote
Controller

Remote commands Desired motor speeds

IMU measuements

Figure 3.13: Overview of the quadrotor cascaded control loop

� Firstly, the on-board controller generates the desired attitude (ϕd, θd and ψd) and
thrust (Td) from the PPM signals provided by the remote controller. The desired
attitude and thrust are generated by (3.31) - (3.34) (see Section 3.3.3 for more details).

� The on-board controller reads the IMU measurements and calibrates the measure-
ments (see Section 3.3.1). Then, the attitude control torque τ can be designed from
the IMU measurements and/or the desired attitude generated in step 1. The details
on attitude controller designing will be provided in Chapter 4 - 6.

� Finally, the desired motor speeds ϖi,d, i = 1, 2, 3, 4 can be generated by the control
torque and thrust with the calibrated propeller efficiencies as shown in (3.29) (see
Section 3.3.2 for more details). The PWM signals can be generated by (3.35) in
Section 3.3.3 and sent to the actuators (ESCs and motors).



Chapter 4

Attitude Estimation and Control

In the absence of direct attitude measurement, the development of a robust and reliable atti-
tude estimator is a key for a successful implementation of an efficient attitude control scheme.
Theoretically, it is possible to estimate the attitude by integrating the rigid-body attitude
kinematics using the angular velocity measurements, or reconstructing algebraically the
orientation using the inertial measurements (at least two noncollinear inertial vectors mea-
surements). However, in practice where the measurements are affected with noise, dynamic
estimation algorithms relying on the angular velocity and inertial vector measurements are
used. These estimation algorithms usually rely on the inertial measurement unit (IMU),
typically including a gyroscope, an accelerometer and a magnetometer.

In this chapter, a nonlinear attitude estimator proposed in [23] will be implemented to
estimate the attitude of the quadrotor. With the estimated attitude, the PD-like controller
proposed in [39] has been fully tested in our quadrotor system. Both simulation results and
experimental results are presented to show the effectiveness of our control scheme.

4.1 Attitude Estimation

4.1.1 Observer Design

Let us make the approximation that aB ≈ −gR⊤e3 for the case of hovering, and define the
following vectors [23]:

uI := e3, vI :=
πuImI

∥πuImI∥

uB := −aB
g
, vB :=

πuBmB
∥πuBmB∥

(4.1)

30
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where ∥x∥ is the norm of vector x, and πx := ∥x∥2I3−xx⊤, ∀x ∈ R3 denotes the orthogonal
projection on the plane orthogonal to x. It is obvious that uB = R⊤uI , and using the facts

R⊤πuImI = R⊤(∥uI∥2I3 − uIu
⊤
I )mI

= (R⊤ −R⊤uIu
⊤
I )RR

⊤mI

= (I3 − uBu
⊤
B )mB

= πuBmB

and
∥πuBmB∥2 = (πuBmB)

⊤(πuBmB) = (πuImI)
⊤RR⊤(πuImI) = ∥πuImI∥2

one has vB = R⊤vI . Define the estimates of the vectors uB and vB as

ûB := R̂⊤uI , v̂B := R̂⊤vI (4.2)

where, R̂ is the estimate of the actual attitude R, and the update law are given by [23]:

˙̂
R = R̂S(ωB − b̂+ σR) (4.3)

˙̂
b = −kbb̂+ kbsat∆(b̂) + σb (4.4)

σR := k1uB × ûB + k2ûBû
⊤
B (vB × v̂B) (4.5)

σb := −k3uB × ûB − k4vB × v̂B (4.6)

where b̂ is the estimate of the unknown bias bg with ∥b̂(0)∥ < ∆ and ∆ denoting positive
constant, k1, k2, k3, k4 and kb denote positive constants with k3 > k4, and the saturation
function is defined by sat∆(x) := xmin(1,∆/∥x∥),∆ > 0. This estimator guarantees that,
for almost all initial conditions, the trajectory of (R̂(t), b̂(t)) converges to the trajectory of
(R(t), b(t)) asymptotically (see Theorem 1 in [23]).

4.1.2 Quaternion and Discrete Version

It is computationally expensive to compute the observer (4.3-4.6) mentioned above using
rotation matrix representation, since the rotation matrix has nine variables. However, as
discussed earlier, the unit-quaternion representation presents some advantages with respect
to the rotation matrix representation in terms of computational efficiency. We can rewrite
the observer given in (4.3 - 4.4) in terms of unit quaternion representation as follows:

˙̂
Q =

1

2
A(ω̂)Q̂ (4.7)

˙̂
b = −kbb̂+ kbsat∆(b̂) + σb (4.8)

where, ω̂ = [ω̂1, ω̂2, ω̂3]
⊤ := ωB − b̂+ σR, Q̂ = [η̂ q̂⊤]⊤, and

A(ω̂) :=

[
0 −ω̂⊤

ω̂ −ω̂×

]
=


0 −ω̂1 −ω̂2 −ω̂3

ω̂1 0 ω̂3 −ω̂2

ω̂2 −ω̂3 0 ω̂1

ω̂3 ω̂2 −ω̂1 0


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Assume that the sample time T is small enough, so that ω̂(t) and σb(t) remain constant
over every period of time (kT, (k + 1)T ], ∀k ∈ N. A discrete-time version of the observer
(4.7) with a sampling period T is given by

Q̂k+1 = exp

(
T

2
A(ω̂k)

)
Q̂k (4.9)

As shown in [23], the unit-quaternion based discrete-time attitude estimator using Taylor’s
expansions is given by (see Appendix A for more details)

Q̂k+1 =

(
cos

(
T∥ω̂k∥

2

)
I4 +

T

2
sinc

(
T∥ω̂k∥

2

)
A (ω̂k)

)
Q̂k (4.10)

b̂k+1 = T
(
−kbb̂k + kbsat∆(b̂k) + σb,k

)
+ b̂k (4.11)

where sinc(x) = sin(x)/x, ∀x ̸= 0 ∈ R. For computational efficiency, the functions cos(x)
and sinc(x) can be approximated by

cos (x) = 1− x2

2!
+
x4

4!
+ · · · sinc (x) = 1− x2

3!
+
x4

5!
· · · (4.12)

4.2 Control Design

Let Qd be the desired attitude to be tracked, generated by

Q̇d =

[
−q⊤d

ηI3 + S(qd)

]
ωd (4.13)

where Qd :=
[
ηd, q

⊤
d

]⊤
. The attitude tracking error is represented by Re := R⊤

d R, which
corresponds to the unit quaternion Qe := Q−1

d ⊙Q and is defined as

Qe =

(
ηe
qe

)
=

(
ηdη + q⊤qd

ηdq − ηqd − qd × q

)
(4.14)

Differentiating both sides of equation Qd ⊙Qe = Q with respect to time, one has

Q̇d ⊙Qe +Qd ⊙ Q̇e = Q̇ (4.15)

Then the time derivative of Qe can be derived as follows:

Q̇e = Q−1
d ⊙ Q̇−Q−1

d ⊙ Q̇d ⊙Qe

=
1

2
Q−1
d ⊙Q⊙Qω − 1

2
Q−1
d ⊙Qd ⊙Qωd

⊙Qe

=
1

2
Qe ⊙Qω − 1

2
Qωd

⊙Qe

=
1

2
Qe ⊙Qω − 1

2
Qe ⊙Q−1

e ⊙Qωd
⊙Qe

=
1

2
Qe ⊙Qω − 1

2
Qe ⊙Qω̃d

=
1

2
Qe ⊙Qωe (4.16)
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Using the fact that Q−1
e ⊙Qωd

⊙Qe = Qω̃d
where ω̃d = R⊤

e ωd and ωe = ω−ω̃d, and assuming
that Qd is constant (or slowly varying), i.e., ωd ≈ 0, the attitude error dynamics can be
rewritten as

Q̇e =

[
−1

2q
⊤
e ω

1
2(ηeI3 + S(qe))ω

]
(4.17)

using the fact ωd = 0 and ωe = ω. Motivated by the well known PD-like attitude stabiliza-
tion control law proposed in [39]

τ = −αq − Γ1ω (4.18)

where, α is a positive scalar and Γ1 is a symmetric positive definite matrix. The following
attitude control law is proposed:

τ = −αqe − Γ1ω (4.19)

Under the proposed control law (4.19), the closed loop dynamics are given by

q̇e =
1

2
(ηeI3 + S(qe))ω

If ω̇ = −ω × Ifω − αqe − Γ1ω (4.20)

Theorem 4.1. [39] Consider (2.22) and (2.23) under the control law (4.19). Then, the
equilibrium point (ηe = 1, qe = 0, ω = 0) is almost globally asymptotically stable.

Proof. The time derivative of the following Lyapunov function candidate:

V = αq⊤e qe + α(1− ηe)
2 +

1

2
ω⊤Ifω (4.21)

can be written as follows

V̇ = 2αq⊤e q̇e + 2α(ηe − 1)η̇e + ω⊤If ω̇

= αq⊤e ((ηeI3 + S(qe))ω)− α(ηe − 1)
(
q⊤e ω

)
+ ω⊤ (τ − S(ω)Ifω)

= αηeq
⊤
e ω − αω⊤S(qe)qe − αηeq

⊤
e ω + αq⊤e ω − αω⊤qe − ω⊤Γ1ω − ω⊤S(ω)Ifω

= −ω⊤Γ1ω (4.22)

which implies that ω(t), qe(t) and ηe are bounded. Applying the LaSalle’s invariance theo-
rem, one can conclude that limt→∞ ω(t) = 0, and consequently ω̇ tends to be zero. There-
fore, in view of the second equation in (4.20), one has limt→∞ qe(t) = 0. Using the fact
that η2e + q⊤e qe = 1, one can easily show that limt→∞ ηe = ±1. One can also show that
the equilibrium point (qe = 0, ηe = 1, ω = 0) is an attractor while the equilibrium point
(qe = 0, ηe = −1, ω = 0) is a repeller (i.e., unstable).
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Remark 1. Since the attitude of the quadrotor can not be directly measured. The real
attitude Q will be replaced by the estimated attitude Q̂ as discussed in the previous section.
On the other hand, the angular velocity measurements can be corrected using the estimated
gyro bias b̂. Therefore, the PD-like control law (4.19) can be modified using the estimated
attitude and gyro bias as:

τ = −αq̂e − Γ1(ωB − b̂) (4.23)

where, Q̂e := [η̂e q̂
⊤
e ]

⊤ = Q−1
d ⊙ Q̂. This modified controller will be implemented in our

real-time experimental tests.

4.3 Simulation Results

In this section, we illustrate through simulation results the performance of the nonlinear
observer (4.7 ) and the effectiveness of the PD-like controller (4.19) with unit quaternion
representation. The simulations are carried out for the following scenario: an IMU is fixed to
the center of a quadrotor UAV to measure the inertial vectors. The inertial vectors expressed
in the inertial frame I are taken based on the local actual values as aI = (0, 0,−9.81)⊤ and
mI = (0.1550,−0.010, 0.5453)⊤.

4.3.1 Simulation 1 - Attitude Estimation

The gains and parameters involved in the observer (4.3-4.6) are given by [23]

k1 = 1, k2 = 0.5, k3 = k1/32, k4 = k2/32, kb = 25,∆ = 0.03 (4.24)

The P-gain k1 is chosen larger than k2 due to the fact that the measurements of the gravity
direction are more reliable than the measurements of the geomagnetic field. Small values
of k3 and k4 are chosen in order to reduce the integral wind-up effects. Large value of kb is
chosen to obtain a fast desaturation rate of the bias estimation.

In this simulation, we assume that there is no noise in the gyroscope and accelerometer
measurements. However, an additive white Gaussian noise of variance 0.3 is considered in
the magnetometer measurements. A constant gyro-bias vector bg = [0.01,−0.005,−0.01]⊤

(deg /s) is introduced. The initial estimated Euler angles are chosen as ϕ̂(0) = −45 deg, θ̂(0) =
45 deg and ψ̂(0) = 90 deg, and the actual angles are considered constants for all time,
i.e., ϕ(t) = 0 deg, θ(t) = 0 deg, ψ(t) = 0 deg. The initial estimated gyro-bias is taken as
b̂(0) = (0, 0, 0)⊤.

The results presented in Fig. 4.1 and Fig. 4.2 show the effective performance of the nonlinear
observer. One can see that a very fast convergence of the estimated variables to the actual
values, and the quasi absence of overshoot of the estimated attitude despite the use of the
integral correction term b̂ and the large initial estimation errors. It can also be seen that
the magnetic disturbance do not degrade the estimation performance of the roll and pitch
estimates as well as the first and second components of the gyro-bias estimate b̂.
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Figure 4.1: Static attitude estimation with gyro-bias
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Figure 4.2: Gyro-bias estimation
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4.3.2 Simulation 2 - Attitude Control

To show the effectiveness of the PD-like controller (4.23), simulation for attitude control
has been carried out. An overview of the control scheme I is presented in Fig. 4.3. As we
can see, the control torque is designed with the desired attitude, the observed attitude and
the corrected angular velocity given in (4.10)-(4.11).

Attitude
dynamics

Control
law

(ϕd, θd, ψd) (aB,mB, ωB)

Attitude
estimation

τ IMU

(Q̂, ωB − b̂)

Figure 4.3: Control scheme I

The inertia matrix of the quadrotor has been taken as If = diag(0.0159, 0.0150, 0.0297)
given in Section 3.2. The control gains involved in the PD-like controller (4.23) have been
chosen as

α = 6.0 Γ1 = diag([0.4368, 0.4243, 0.5970]) (4.25)

where, Γ1 is calculated from the linearized second-order dynamics of the roll, pitch and yaw
by setting damping ratio to 1. The gains and parameters for the attitude estimator (4.10)-
(4.11) are taken the same as (4.24) used in the simulation. The following initial conditions
are considered as: Q(0) = (0.9685,−0.1744, 0.1694,−0.0548)⊤ (i.e., ϕ(0) = −22 deg, θ(0) =
18 deg and ψ(0) = −10 deg), ω(0) = (0, 0, 0)⊤, Q̂(0) = (0.9655,−0.1472, 0.1919,−0.0967)⊤

(i.e., ϕ̂(0) = −20 deg, θ̂(0) = 20 deg and ψ̂(0) = −15 deg). The desired attitude is chosen as
ϕd = 0deg, θd = 0deg and ψd = 0deg, which has been simplified to the attitude stabilization
problem.

Simulation results are shown in Fig. 4.4 and Fig. 4.5. Fig. 4.4 shows the evolution of the
Euler angles and angular velocity with respect to time. We can clearly see fast convergence
of the actual roll, pitch and yaw angles to the desired zero angles. Also Fig. 4.5 shows that
the estimated attitude converges to the actual attitude fast enough. The slight overshoot
of the yaw may be caused by the visible delay in the yaw estimation.

4.4 Experimental Results

In order to explore the real-time performance of the attitude estimator (4.10)-(4.11) and
attitude controller (4.23), two experiments are performed on our 3DR quadrotor platform
mentioned in Chapter 3.
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Figure 4.4: PD-like attitude control with attitude estimation

4.4.1 Experiment 1 - Attitude Estimation

The proposed discrete version of the attitude estimator (4.10)-(4.11), are implemented on
our Autopilot system. The gains and parameters involved in the estimator are taken the
same as (4.24). The experimental results are reported in Fig. 4.6 and Fig. 4.7. The esti-
mated attitude is converted into the roll, pitch and yaw angles for visualization. Regarding
the estimation of the yaw angles in Fig. 4.7, the presence of visible estimation errors may
be explained by the fact that the inertial magnetic field vector might be slightly perturbed
by the electrical equipment in the lab. However, the presence of magnetic disturbances does
not prevent the estimates of the roll and pitch angles to converge to the actual values.
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Figure 4.5: Comparison of the actual attitude and the estimated attitude
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Figure 4.6: Real-time estimation for static attitude
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Figure 4.7: Real-time estimation for time-varying attitude

4.4.2 Experiment 2 - Attitude Control

In this experiment, the quadrotor is flown off the ground and its attitude is stabilized to
R = I3 (i.e., ϕ = 0deg, θ = 0deg and ψ = 0deg) during the hover time. For the case of
hovering, the total thrust of the motors should be equal to the gravity force. The experiment
is performed with the attitude estimator (4.10) and (4.11), and the attitude control law
(4.23). The gains involved in the controller are chosen as follows by trail-and-error:

α = 5.0 Γ1 = diag([0.44, 0.42, 0.60]) (4.26)

The performance of the real-time attitude stabilization is shown in Fig. 4.8. Fig. 4.8(a)
shows Euler angles of the quadrotor. It can be seen that the control system ensures the Euler
angles remain always between (−5 deg,+5deg). Similarly, the angular velocity presented
in Fig. 4.8(b) are relatively small.
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Figure 4.8: Experimental results for attitude stabilization



Chapter 5

Attitude Control Using Inertial
Vector Measurements

Due to the unavailability of sensors that directly measure the attitude, suitable attitude ob-
servers are designed to reconstruct the attitude from the angular velocity and inertial vector
measurements provided by an IMU. However, extra care has to be taken when the attitude
estimation algorithm is combined with an attitude control scheme since the separation
principle does not systematically hold for nonlinear systems. To overcome the above men-
tioned issue, a nonlinear controller relying on the inertial measurements without attitude
reconstruction has been tested experimentally on our quadrotor system. The techniques of
vectors decoupling and filtering are used to improve the performance. Both the simulation
results and experimental resutls have been presented.

5.1 Control Design

Consider the dynamics of the desired attitude (4.13), let us define Rē := RR⊤
d as a new

tracking error, which corresponds to the unit quaternion Qē = (ηē, qē) and is given by

Qē = Q⊙Q−1
d (5.1)

=

[
ηdη + q⊤qd

ηdq − ηqd − q × qd

]
(5.2)

Note that Qē is different from Qe defined in (4.14). However, Qē and Qe are related by
Qē = Qd ⊙Qe ⊙Q−1

d , and when Rd = I3 one has

Qe = Qē (5.3)

41
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Similarly, the time derivative of Qē can be derived as follows:

Q̇ē = Q̇⊙Q−1
d −Qē ⊙ Q̇d ⊙Q−1

d

=
1

2
Q⊙Qω ⊙Q−1

d − 1

2
Qē ⊙Qd ⊙Qωd

⊙Q−1
d

=
1

2
Qē ⊙Qd ⊙Qω ⊙Q−1

d − 1

2
Qē ⊙Qd ⊙Qωd

⊙Q−1
d

=
1

2
Qē ⊙Qωē (5.4)

where ωē = Rd(ω − ωd). In the case ωd = 0, we have ωē = Rdω. Then, the tracking-error
dynamics of Qē are governed by

Q̇ē =

[
−1

2q
⊤
ē Rdω

1
2(ηēI3 + S(qē))Rdω

]
(5.5)

The explicit inertial measurements based controller can be easily generated from [44] and
is given by

τ = zρ − Γ2ω (5.6)

zρ :=
n∑
i=1

ρiS(R
⊤
d ri)bi (5.7)

where ri ∈ R3, i = 1, . . . , n ≥ 2 are known and constant inertial vectors expressed in the
inertial frame I, where at least two vectors are not collinear. bi ∈ R3, i = 1, . . . , n ≥ 2
are the vector measurements of ri expressed in the body-attached frame B. Obviously, the
vectors ri and bi are related by bi = R⊤ri. Parameters ρi for i = 1, . . . , n are positive
constant gains, and Γ2 is chosen as a positive definite matrix. Before stating the main
results, a useful lemma is stated as follows:

Lemma 1. [44] Assume that at least two vectors, among the n inertial vectors, are collinear.
Then the following statements hold:

1) The following matrix

Wρ = −
n∑
i=1

ρiS(ri)
2 (5.8)

is positive definite.

2) The following equality holds

zρ = −2R⊤
d (ηēI3 − S(qē))Wρqē (5.9)

3) Equation zρ = 0 is equivalent to

(ηē = 0, qē = vρ) or (ηē = ±1, qē = 0)

where vρ are the unit eigenvectors of Wρ.
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Proof. The proof for Lemma 2 is straightforward (see Lemma 1 in [44], for more details)
and omitted here.

Under the control law (5.6) and the attitude dynamics (2.22) and (2.23), the closed-loop
error dynamics are given by

q̇ē =
1

2
(ηēI3 + S(qē))Rdω

If ω̇ = −S(ω)Ifω − 2R⊤
d (ηēI3 − S(qē))Wρqē − Γ2ω (5.10)

where, zρ = −2R⊤
d (ηēI3 − S(qē))Wρqē. Note that the desired attitude Rd is constant, and

the closed-loop dynamics (5.10) are autonomous.

Let χ := (qē, ω) ∈ D ×R3 be the state vector, with D := {x ∈ R3 |∥x∥ ≤ 1}. Now, one can
state the following theorem.

Theorem 5.1. Consider (2.22) and (2.23) under the control law 5.6. Assume that n vector
measurements bi, corresponding to the inertial vectors ri, i = 1, · · · , n ≥ 2 are available,
and at least two vectors, among the n inertial vectors, are non-collinear. Then the following
statements hold:

1) The equilibria of the closed-loop dynamics (5.10) are given by (qē, ω) = (0, 0)∪ (vρ, 0),
where, vρ are the unit eigenvectors of Wρ.

2) The equilibrium point (0, 0) is locally asymptotically stable with the domain of at-
traction containing the following domains:

Φ1 = {χ ∈ D × R3|χ⊤Pχ ≤ c} (5.11)

where, χ := (qē, ω), P = diag(2Wρ,
1
2If ), c < 2min{λ(Wρ)} and λ(x) is the eigenvalues

of matrix (x).

3) The equilibria (vρ, 0) are unstable and equilibrium point (0, 0) is almost globally
asymptotically stable.

Proof. Consider the positive definite, radially unbounded, function V : D×R3 → R≥0, D :=
{x ∈ R3|∥x∥ ≤ 1}, defined as

V = 2q⊤ē Wρqē +
1

2
ω⊤Ifω (5.12)

Define ei := R⊤
d ri − bi. Using the fact that, r⊤i S(qē)ri = 0 and R⊤R = RR⊤ = I3 , one can
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show that

1

2

n∑
i=1

ρie
⊤
i ei =

1

2

n∑
i=1

ρi(R
⊤
d ri − bi)

⊤(R⊤
d ri − bi)

=
1

2

n∑
i=1

ρi(R
⊤
d ri −R⊤ri)

⊤(R⊤
d ri −R⊤ri)

=
1

2

n∑
i=1

ρi(r
⊤
i RdR

⊤
d ri + r⊤i RR

⊤ri − r⊤i RR
⊤
d ri − r⊤i RdR

⊤ri)

=
1

2

n∑
i=1

ρi(2r
⊤
i ri − r⊤i RR

⊤
d ri − r⊤i RdR

⊤ri)

=
1

2

n∑
i=1

ρi

(
2∥ri∥2 − r⊤i (Rē +R⊤

ē )ri

)
=

n∑
i=1

ρi

(
∥ri∥2 − r⊤i (I3 + 2S(qē)

2)ri

)
= −2

n∑
i=1

ρi

(
r⊤i S(qē)

2ri

)
= q⊤ē

(
−

n∑
i=1

ρiS(ri)
2

)
qē

= 2q⊤ē Wρqē (5.13)

Using the fact Ṙ = RS(ω), one can also show that the dynamics of ei is governed by

ėi = −ḃi = −Ṙ⊤ri = S(ω)R⊤ri = −S(bi)ω (5.14)

Consequently, one can rewrite (5.12) as follows:

V =
1

2

n∑
i=1

ρie
⊤
i ei +

1

2
ω⊤Ifω (5.15)

whose time-derivative along the trajectories of (2.23) and (5.14), is given by

V̇ =

n∑
i=1

ρie
⊤
i ėi + ω⊤If ω̇

=

n∑
i=1

ρie
⊤
i (−S(bi)ω) + ω⊤(−ω × Ifω + τ +Ga)

= −
n∑
i=1

ρi(R
⊤
d ri)

⊤S(bi)ω + ω⊤τ

= −ω⊤
n∑
i=1

ρiS(R
⊤
d ri)bi + ω⊤(zρ − Γ2ω)

= −ω⊤Γ2ω ≤ 0 (5.16)
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Since the closed-loop dynamics (5.10) are autonomous, one can use LaSalle’s invariance
theorem. Setting V̇ ≡ 0 leads to ω ≡ 0 and then ω̇ ≡ 0. From the second equation in
(5.10), it follows that τ ≡ 0. Then one can conclude from (5.6) that zρ ≡ 0, which, in view
of Lemma 1, implies that (Qē ≡ (±1, 0⊤)⊤) or (Qē ≡ (0, v⊤ρ )

⊤). It is clear that the largest

invariant set for the closed-loop system, characterized by V̇ = 0 is given by (0, 0) ∪ (vρ, 0)

Since we showed that V̇ ≤ 0, one has V (χ(t)) ≤ V (χ(0)), for all t ≥ 0, which shows that Φ1

is a positively invariant set. Since V (χ) ≥ 2λmin(Wρ)∥qē∥2, it is clear that min∥qē∥=1 V (χ) =
2min{λ(Wρ)}. It is clear that the equilibria (vρ, 0) do not belong to Φ1. Finally, since the
largest invariant set in Φ1, corresponding to V̇ = 0, is nothing else but (0, 0), the second
claim of the theorem is proved.

Now we need to show that the equilibria (vρ, 0) are unstable, using Chetaev arguments [69].
Introducing the change of variables Qx = (ηx, qx) = (0,−vρ)⊙Qē, then Qē can be rewritten
as [

ηē
qē

]
=

[
0
vρ

]
⊙
[
ηx
qx

]
=

[
−q⊤x vρ

ηxvρ + S(vρ)qx

]
(5.17)

It is clear that the equilibrium (qē = vρ, ω = 0) is equivalent to (qx = 0, ω = 0), where qx is
the vector part of the unit quaternion Qx. The dynamics with new variables are given by

Q̇x =
1

2
Qx ⊙Qωē

If ω̇ = −ω × Ifω + zρ − Γ2ω (5.18)

where, zρ can be rewritten as

zρ = −2R⊤
d (ηēI3 − S(qē))Wρqē

= −2R⊤
d ((−q⊤x vρ)I3 − S(ηxvρ + S(vρ)qx))Wρ(ηxvρ + S(vρ)qx)

= 2R⊤
d ((q

⊤
x vρ)I3 + ηxS(vρ) + qxv

⊤
ρ − vρq

⊤
x )(ηxλρvρ +WρS(vρ)qx)

= 2R⊤
d (q

⊤
x vρWρS(vρ)qx + ηxS(vρ)WρS(vρ)qx + ηxλρqx + vρq

⊤
xWρS(vρ)qx)(5.19)

The linearized dynamics of (5.18) is given by

q̇x =
1

2
σRdω

If ω̇ = 2σR⊤
dMρqx − Γ2ω (5.20)

where, σ = ±1 and Mρ = λρI3 + S(vρ)WρS(vρ). It is easy to check that Mρ is symmetric
matrix with eigenvalues λρ, λ̄1 := λρ − λ1 and λ̄2 := λρ − λ2. Let us consider the following
Chetaev function:

V(qx, ω) = 4q⊤xMρqx − ω⊤Ifω (5.21)

where, V(0, 0) = 0. Define the set Br = {x := (qx, ω)
⊤ ∈ D×R3 | ∥x(t)∥ < r}, where r > 0

is arbitrarily close to zero. Let us define Ur a subset of Br that is, Ur = {x ∈ Br | V(x) > 0}.
Note that Ur is a non-empty set contained in Br, since V(ϵvρ, 0) = ϵ2λρ > 0 for all ϵ2 < r.
The time derivative of V, in view of (5.20), is given by

V̇ = 8q⊤xMρq̇x − 2ω⊤If ω̇

= 4σq⊤xMρRdω − 2ω⊤(2σR⊤
dMρqx − Γ2ω)

= 2ω⊤Γ2ω (5.22)
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where, V̇ is positive semi-definite everywhere in Ur for all r > 0. Therefore, for any initial
conditions x(0) ∈ Ur, x(t) must leave Ur, since V(x) is bounded in Ur and V̇ is positive
semi-definite everywhere in Ur. Since V(x) > V(0), x(t) must leave Ur through the circle
∥x∥ = r and not through the edges V(x) = 0. Hence the equilibrium points (vρ, 0) are
unstable.

To show that the stable manifolds associated to unstable equilibria have Lebesgue measure
zero, we take a look at the Jacobian matrix of the closed-loop linearized dynamics (5.20)

A =

[
0 1

2σRd
2σI−1

f R⊤
dMρ −I−1

f Γ2

]
(5.23)

Since Tr(A) = −Tr(I−1
f Γ2) ̸= 0, it is clear that the eigenvalues of A are not all imagi-

nary. This guarantees that stable manifolds associated to the unstable equilibria have zero
Lebesgue measure. Finally, one concludes that the equilibrium point (qē = 0, ω = 0) is
almost globally asymptotically stable.

‘

5.2 Implementation with IMUs

5.2.1 Standard Implementation with IMUs

As mentioned in Chapter 3, the IMU fixed to our quadrotor consists of a three-axis gyro-
scope, a three-axis accelerometer and a three-axis magnetometer. The standard implemen-
tation of the explicit controller (5.6) based on inertial measurements is given by

τ = ρ1S(R
⊤
d āI)āB + ρ2S(R

⊤
d m̄I)m̄B − Γ2ω (5.24)

where ρ1 and ρ2 are positive gains and Γ2 is a positive definite matrix, and the normalized
vectors are given by

āI := e3 m̄I :=
mI
|mI |

āB :=
−aB
g

m̄B :=
mB
|mB|

Let us coin this control scheme as standard controller to distinguish it with the decoupled
controller proposed in this section later.

Obviously, from Theorem 5.1, the actual attitude of the quadrotor will converge to the
desired attitude asymptotically for almost all initial conditions with the standard controller
(5.24). However, the standard implementation of the controller (5.24) encounters some
issues since the two vectors e3 and m̄I are close to each other. For discussion purposes and
without loss of generality, let us take a look at the problem of the quadrotor stabilization
(i.e., Rd = I3). Then
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1) The closed-loop dynamics of the roll, pitch and yaw are highly coupled. This implies
that the stabilization errors of yaw strongly affect the stabilization dynamics of the
roll and pitch. This issue can be observed by taking a close look at the linearized
closed-loop dynamics (5.10) around the equilibrium point (qē = 0, ω = 0), which is
given by

q̇ē =
1

2
σω

If ω̇ = −2σWρqē − Γ2ω (5.25)

where, using the fact that zρ = −2R⊤
d (ηēI3−S(qē))Wρqē from Lemma 1. and Wρ can

be specified as

Wρ =

ρ1 + ρ2(1− m̄2
1) −ρ2m̄1m̄2 −ρ2m̄1m̄3

−ρ2m̄2m̄1 ρ1 + ρ2(1− m̄2
2) −ρ2m̄2m̄3

−ρ2m̄3m̄1 −ρ2m̄3m̄2 ρ2(1− m̄2
3)


The linearized system can be rewritten as the following second-order dynamics

If ẍ+ Γ2ẋ+Wρx = 0 (5.26)

where, x := (σϕ, σθ, σψ)⊤ = 2σqē for small ϕ, θ, ψ angles. In practice, the normalized
gravity vector and geomagnetic field vector (i.e., āI and m̄I) can be “ill-conditioned”
in the sense that they are very close to each other (for example, āI = (0, 0, 1)⊤ and
m̄I = (0.2734, −0.0178, 0.9617)⊤ in Thunder Bay, ON., Canada). In such case, the
third component of m̄I is dominant to its first and second ones. Let us assume that
m̄2

2 ≈ 0 and m̄2
3 ≫ m̄2

1 , then the dynamics of the roll, pitch and yaw can be simplified
as

Iϕϕ̈+ Γϕϕ̇+ (ρ1 + ρ2(1− m̄2
1))ϕ− ρ2m̄1m̄3ψ = 0 (5.27)

Iθθ̈ + Γθθ̇ + (ρ1 + ρ2)θ = 0 (5.28)

Iψψ̈ + Γψψ̇ + ρ2(1− m̄2
3)ψ − ρ2m̄1m̄3ϕ = 0 (5.29)

where, Γ2 has been chosen as diag(Γϕ,Γθ,Γψ). In view of (5.27) and (5.29), the
dynamics of the roll and pitch (i.e., ϕ and ψ) are strongly coupled with each other.

2) Magnetic disturbance and bias influence the dynamics of the roll, pitch and yaw
angles. In many applications, especially for the small-size electric motorized aerial
robots, significant magnetic disturbances are almost unavoidable, leading significant
time-varying deterministic errors betweenmB and R⊤mI . This not only leads to large
errors of the yaw angles but also nonnegligible errors in the roll and pitch stabilization.

3) The ill-conditioning of the two vectors āI and m̄I may also lead to the difficulty of
finding “nonhigh” gains (ρ1, ρ2) leading to a fast time response. To show the slow
response, let us neglect the coupling term in the dynamics (5.29) (i.e., in the case
ϕ = 0) and rewrite it as

Iψψ̈ + Γψψ̇ + ρ2(1− m̄2
3)ψ = 0 (5.30)
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where, the eigenvalues of the second-order dynamics (5.30) can be obtained as

λ1 = −
Γψ
2Iψ

(
1−

√
1−

4ρ2(1− m̄2
3)Iψ

Γ2
ψ

)
≈ −ρ2(1− m̄2

3)

Γψ

λ2 = −
Γψ
2Iψ

(
1 +

√
1−

4ρ2(1− m̄2
3)Iψ

Γ2
ψ

)

Since 1− m̄2
3 ≈ 0.0751 ≪ 1, the less negative eigenvalue λ1 will be very close to zero if

ρ2 is not chosen sufficiently high, which leads to a slow response for the dynamics of
yaw. However, increasing the value of ρ2 amplifies the noise and increases the coupling
effect.

5.2.2 Implementation with Vector Decoupling

Considering the following vectors as (4.1)

uI := e3, vI :=
πuImI

∥πuImI∥
uB := −aB

g
, vB :=

πuBmB
∥πuBmB∥

(5.31)

with πx = ∥x∥2I3 − xx⊤, ∀x ∈ R3, denoting the orthogonal projection on the plane orthog-
onal to vector x. From the definitions of vI , one has vI = [v1, v2, 0]

⊤, where v21 + v22 = 1.

Consider the following control law:

τ = zρ − Γω

zρ := ρ1S(R
⊤
d uI)uB + ρ2S(R

⊤
d vI)vB (5.32)

Let us coin this control scheme a partially decoupled controller to distinguish it with the
fully decoupled controller proposed in this section later. Obviously, from Theorem 5.1,
the decoupled controller (5.32) guarantees almost-global convergence of the attitude of the
quadrotor to the desired attitude. The following properties hold:

1) In the presence of a constant magnetic disturbance field or a magnetic bias, the
dynamics of the roll and pitch still converge to the desired roll and pitch angles for
almost all initial conditions.

2) For the attitude stabilization, the dynamics of the roll and pitch are locally decoupled
from the dynamics of yaw.

Decoupling of Roll/Pitch Dynamics from Magnetic Bias

Let us assume that the magnetometer measurements are influenced by a constant(or slowly
time varying) magnetic bias in the inertial frame. Define mb

I as the biased magnetic field
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expressed in inertial frame, which is different from the geomagnetic field mI . Therefore,
magnetometer measurement mB = R⊤mb

I ̸= R⊤mI and consequently vB ̸= R⊤vI . In this
case, one has vB = R⊤vbI , where v

b
I is also a unit constant vector orthogonal to uI but

different from vI . Assume that there exists a unique constant angle Θ ∈ [0;π) such that

vbI = cosΘvI + sinΘ(uI × vI)

Using the Rodrigues’s rotation formula, a constant rotation matrix can be constructed as
follow

Rb = I3 + sinΘuI× + 2(sin
Θ

2
)2(uI×)

2

One verifies that RbuI = uI and

RbvI = vI + sinΘ(uI×vI) + 2(sin
Θ

2
)2(uI×)

2vI

= vI + 2(sin
Θ

2
)2(uIu

⊤
I − |uI |I3)vI + sinΘ(uI×vI)

= vI − 2(sin
Θ

2
)2vI + sinΘ(uI×vI)

= cosΘvI + sinΘ(uI×vI) = vbI

Define R̄b = R⊤
b R and ˜̄R = R̄R⊤

d , then the feedback term zρ can be modified as

zρ = ρ1S(R
⊤
d uI)uB + ρ2S(R

⊤
d vI)vB

= ρ1S(R
⊤
d uI)R

⊤uI + ρ2S(R
⊤
d vI)R

⊤vbI

= ρ1S(R
⊤
d uI)R

⊤RbR
⊤
b uI + ρ2S(R

⊤
d vI)R

⊤RbvI

= ρ1S(R
⊤
d uI)R̄

⊤
b uI + ρ2S(R

⊤
d vI)R̄

⊤
b vI (5.33)

From Theorem 5.1, one verifies that (R̄b(t), ω(t)) → (Rd, 0) as t → ∞ for almost all initial
conditions with decoupled control law (5.32) and magnetic biased inertial measurements
feedback (5.33). Using the fact R̄⊤

b uI → R⊤
d uI as t→ ∞, one deduces that

R̄⊤
b uI = R⊤

00
1

 =

 −Sθ
SϕCθ
CϕCθ

→ R⊤
d uI =

 −Sθd
SϕdCθd
CϕdCθd


which implies that the roll, pitch angles ϕ, θ converge to the desired angles ϕd and θd,
respectively. It is worth noting that, the decoupled controller ensures an almost-global
convergence for the roll and pitch in the presence of a constant bias on the magnetic field.

Local Decoupling of Roll/Pitch Dynamics from Yaw Dynamics

For the problem of attitude stabilization using the decoupled controller (5.32), one has the
following linear dynamics

If ẍ+ Γẋ+Wρx = 0 (5.34)
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where, x := (σϕ, σθ, σψ)⊤, and the positive definite matrix Wρ with decoupled vectors is
given by

Wρ =

ρ1 + ρ2(1− v21) −ρ2v1v2 0
−ρ2v2v1 ρ1 + ρ2(1− v22) 0

0 0 ρ2


Then, the linearized closed-loop dynamics of the roll, pitch and yaw angles are given by

Iϕϕ̈+ Γϕϕ̇+ (ρ1 + ρ2(1− v21))ϕ− ρ2v1v2θ = 0 (5.35)

Iθθ̈ + Γθθ̇ + (ρ1 + ρ2(1− v22))θ − ρ2v1v2ϕ = 0 (5.36)

Iψψ̈ + Γψψ̇ + ρ2ψ = 0 (5.37)

Obviously, the dynamics of the roll and pitch (i.e., ϕ and θ) are locally decoupled from the
dynamics of the yaw (i.e., ψ). The dynamics can be further simplified for the special case
where v21 ≫ v22 and v22 ≈ 0 (for example, in our case vI = (0.9979,−0.0650, 0)⊤).

Iϕϕ̈+ Γϕϕ̇+ ρ1ϕ = 0 (5.38)

Iθθ̈ + Γθθ̇ + (ρ1 + ρ2)θ = 0 (5.39)

The natural frequencies of the roll, pitch and yaw dynamics (5.37)-(5.39) depend only on
two parameters ρ1 and ρ2. Practically, the value of ρ2 is chosen much smaller than the
value of ρ1 to reduce the noise and the coupling effect.

In the general case, the problem of the coupling between the dynamics of the roll and pitch
can be locally solved by introducing a third virtual inertial vector µI and its measurement
µB given by

µI := uI × vI , µB := uB × vB (5.40)

It is easy to check that µB = R⊤µI , since

uB × vB = S(R⊤uI)R
⊤vI = R⊤(uI ×mI)

Then, a modified fully decoupled controller is given by

τ = ρ1S(R
⊤
d uI)uB + ρ2S(R

⊤
d vI)vB + ρ3S(R

⊤
d µI)µB − Γω (5.41)

Obviously, from Theorem 5.1, the fully decoupled controller (5.41) also guarantees the
almost-global stability for the problem of attitude stabilization. From the controller (5.41),
the matrix Wρ can be rewritten as a diagonal matrix around the equilibrium point (qē =
0, ω = 0):

Wρ =

ρ1 + ρ2(1− v21) + ρ3(1− v22) 0 0
0 ρ1 + ρ2(1− v22) + ρ3(1− v21) 0
0 0 ρ2 + ρ3

 (5.42)

Then, one has the following linear dynamics

Iϕϕ̈+ Γϕϕ̇+ (ρ1 + ρ2(1− v21) + ρ3(1− v22))ϕ = 0 (5.43)

Iθθ̈ + Γθθ̇ + (ρ1 + ρ2(1− v22) + ρ3(1− v21))θ = 0 (5.44)

Iψψ̈ + Γψψ̇ + (ρ2 + ρ3)ψ = 0 (5.45)
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The linear dynamics (5.43 - 5.45) guarantees local decoupling of the roll, pitch and yaw
dynamics.

In particular, by choosing ρ1 = ρ2 = ρ3 = ρ, the closed-loop dynamics (5.10) can be
rewritten as

q̇e =
1

2
(ηeI3 + S(qe))ω

If ω̇ = −S(ω)Ifω − 4ρηeqe − Γω (5.46)

using the dynamics (4.17), and the fact that zρ can be rewritten as

zρ =
n∑
i=1

ρiS(R
⊤
d ri)R

⊤
e R

⊤
d ri

= −2(ηeI3 − S(qe))R
⊤
dWρRdqe

= −4ρηeqe (5.47)

The closed-loop dynamics (5.46) can be linearized around the equilibrium point Ω1 as

Iϕϕ̈e + Γϕϕ̇e + 2ρϕe = 0 (5.48)

Iθθ̈e + Γθθ̇e + 2ρθe = 0 (5.49)

Iψψ̈e + Γψψ̇e + 2ρψe = 0 (5.50)

where, ϕe = ϕ−ϕd, θe = θ−θd and ψe = ψ−ψd, and Γ2 has been chosen as diag(Γϕ,Γθ,Γψ).
From the dynamics (5.48)-(5.50), the error dynamics of the roll, pitch and yaw are locally
decoupled. Moreover, by setting ρ = α/4 i.e., Wρ = (α/2)I3, one can conclude that
the closed-loop dynamics (4.20) and (5.46) have similar linearized second-order dynamics
around the equilibrium point (ηe = 1, qe = 0, ω = 0). The second-order dynamics can be
written as

If ẍ+ Γ2ẋ+ αx = 0 (5.51)

where, x = (ϕe, θe, ψe)
⊤.

5.3 Inertial Measurements Filtering

With the technique of vector decoupling, the actual attitude can converge to the desired
attitude efficiently. However, another issue that may affect the performance of the quadrotor
is the noise in the measurements provided by IMUs. Two popular methods of filtering:
nonlinear complementary filter and Kalman-like filter, have been introduced in this section
to clear the measurement noise and improve the real-time performance of the quadrotor.
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5.3.1 Nonlinear Complementary Filtering

Motived by the nonlinear attitude estimation algorithm (4.3-4.6), one proposes the following
nonlinear complementary filter for vector measurements

˙̂uB = −S(ω̂B)ûB
˙̂vB = −S(ω̂B)v̂B

ω̂B := ωB + k1uB × ûB + k2ûBû
⊤
B (vB × v̂B) (5.52)

where ûB and v̂B are the estimates of uB and vB, k1 and k2 are positive gains. The proof
to show the convergence of the estimated vectors to the actual vectors is similar to the
Theorem 1 in [23] and omitted here. The discrete version of the complementary filter over
the period (kT, (k + 1)T ] with small enough sampling time T , can be written as

ûBk+1
= exp (−TS(ω̂Bk

)) ûBk

v̂Bk+1
= exp (−TS(ω̂Bk

)) v̂Bk
(5.53)

The approximation of exp (−TS(ω̂Bk
)) is given by (see Appendix B for details):

exp (−TS(ω̂Bk
)) =

(
I3 − T sinc(Θ)S(ω̂Bk

) + T 2cosc(Θ)(S(ω̂Bk
))2
)

(5.54)

where, Θ = T∥ω̂Bk
∥ and

sinc(x) =
sin(x)

x
= 1− x2

3!
+
x4

5!
− x7

7!
+ · · ·

cosc(x) =
1− cos(x)

x2
=

1

2!
− x2

4!
+
x4

6!
− x6

8!
+ · · ·

This approach guarantees that ûBk+1
and v̂Bk+1

remain within unit vectors (see details
in [70]).

5.3.2 Kalman-Like Filtering

A predictor-corrector estimation introduced in [1] is applied using the dynamics of the vector
measurements and angular velocity. Let x[k] be the vector measurement at time tk, and
u[k] be the input of the dynamics generating the vector measurement, such that

x[k + 1] = f(x[k], u[k]) (5.55)

We denote our estimate of the state at time step k, using measurements up to the time step
j, by x̂[k|j] and the sensor measurements of the state at the time step k + 1 by x̄[k + 1].
The update rule is then generated as follows:

x̂[k + 1|k] = f(x̂[k|k], u[k])
x̂[k + 1|k + 1] = Cx̂[k + 1|k] + (I − C)x̄[k + 1] (5.56)

where, C is a diagonal tuning factor matrix. The elements Cii ∈ [0, 1] represent the relative
weight of the prediction and measurements. Let x[k] represent the inertial vector measure-
ments (uB[k] and vB[k]) expressed the rigid body frame at time tk and u[k] represent angular
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velocity (ωB[k]). The discrete-time version of the inertial vector measurements update law
are given by

ûB[k + 1|k + 1] = CuB[k + 1] + (I3 − C) exp(−TS(ωB[k]))ûB[k|k]
v̂B[k + 1|k + 1] = CvB[k + 1] + (I3 − C) exp(−TS(ωB[k]))v̂B[k|k] (5.57)

where, the diagonal matrix C is tuned by trial-and-error until acceptable performance is
achieved.

5.4 Simulation Results

To explore the performance of each decoupled controller, a set of simulations have been
performed. Fig. 5.1 is an overview of control scheme II

Attitude
dynamics

Control
law

(ϕd, θd, ψd) (aB,mB, ωB)

Vector
decoupling

τ IMU

(uB, vB, ωB)

Figure 5.1: Control scheme II

5.4.1 Simulation 1 - Attitude Control

The moment of inertia and inertial vectors are chosen the same as those used in Chapter 4.
Similarly, the initial conditions are taken as ϕ(0) = −22 deg, θ(0) = 18 deg, ψ(0) = −10 deg,
ω = (0, 0, 0)⊤, and the desired attitude is given by ϕd = 0deg, θd = 0deg, ψd = 0deg. As
discussed in Section 5.1, it is not easy to choose a set of gains for the standard inertial
measurement based attitude controller. However, it is possible to choose these gains so as
to obtain similar dynamics in the roll, pitch or yaw with those of the standard controller.
The control parameters involved in the controllers (5.24), (5.32) and (5.41) are given in Table
5.1, allowing the linearized error system discussed in Section 5.1 to have similar dynamics
in the pitch. Γ2 is calculated from the linearized second-order dynamics of the roll, pitch
and yaw by setting damping ratio to 1.

The results illustrated in Fig. 5.2 - 5.4 show important performance differences between
the standard controller and the two decoupled controllers with the same control gains. As
we can see, the roll and pitch converge to the desired roll and pitch angles with almost
the same performance. However, significant differences in the performance of the yaw with
standard controller have been shown in Fig. 5.3 and Fig. 5.4. One can observe, for the
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Simulation 1 Simulation 2 Simulation 3

Controller (5.24) Controller (5.32) Controller (5.41)

ρ1 = 2.5 ρ2 = 0.5 ρ1 = ρ2 = ρ3 = 1.5

Γ2 = diag([0.4717, 0.4242, 0.2437]) Γ2 = diag([0.4368, 0.4243, 0.5970])

Table 5.1: Control gains for simulations

standard controller, a very slow convergence in the yaw angles, which is caused by the fact
that the value of the third component of the magnetic field is close to 1. In contrast, a fast
convergence of the yaw angles has been shown in Fig. 5.3 and an even faster convergence
of the yaw is given in Fig. 5.4. The speed of the yaw dynamics in partially decoupled
controller is limited by the choice of ρ2. A higher value of ρ2 can increase the speed of
convergence, however, a higher noise will be introduced in the pitch dynamics.

5.4.2 Simulation 2 - Comparison with Magnetic Disturbance

The same gains involved in the controllers (5.32), (5.24) and (5.41) are used. In addition,
each component of the measurements provided by the magnetometer is corrupted by an
additive white Gaussian noise of variance 0.3. The initial conditions are taken as ϕ(0) =
−45 deg, θ(0) = 45 deg, ψ(0) = 90 deg, ω(0) = (0, 0, 0)⊤, and the desired attitude is given
by ϕd = 0deg, θd = 0deg, ψd = 0deg. The comparison results of the three controllers have
been presented in Fig. 5.5. As we can see, the simulation results again show the different
speeds of the convergence in the yaw dynamics. It also can been seen that, in the presence of
the magnetic field disturbance, the magnetic disturbances do not degrade the performance
of the error dynamics of the roll and pitch. On the other hand, a slightly higher noise on
the yaw dynamics is a price to pay for a faster response.
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Figure 5.2: Attitude control without vector decoupling

5.5 Experimental Results

The experiment involves flying the quadrotor off the ground and stabilizing the attitude
(Euler angles representation) of the quadrotor to zero (i.e., ϕd = 0deg, θd = 0deg, ψd =
0deg). Three experiments are performed with the gains shown in Table 5.2

Other settings are the same as those used in Chapter 4 and Chapter 5. Experimental results
have been presented in Fig. 5.6 - 5.8. As shown in Fig. 5.6, Fig. 5.7 and Fig. 5.8, the
proposed controllers perform well after taking off from the ground. The Euler angles in
all the experiments remain aways between (−5 deg,+5deg) and the angular velocity are
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Figure 5.3: Attitude control with partially vector decoupling

Experiment 1 Experiment 2 Experiment 3

Controller (5.32) Controller (5.41)

Complementary filter (5.53) Kalman-like filter (5.56) Complementary filter (5.53)

ρ1 = 2.6 ρ2 = 0.6 ρ1 = ρ2 = ρ3 = 1.5

Γ2 = diag([0.44, 0.45, 0.29]) Γ2 = diag([0.44, 0.42, 0.60])

Table 5.2: Control gains for experiments

relatively small.
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Figure 5.4: Attitude control with fully vector decoupling



5.5. Experimental Results 58

0 0.5 1 1.5 2 2.5 3 3.5 4 4.5 5
−50

−40

−30

−20

−10

0

10

R
ol

l(d
eg

)

0 0.5 1 1.5 2 2.5 3 3.5 4 4.5 5
−10

0

10

20

30

40

50

Pi
tc

h(
de

g)

 

 
without decoupling
partically decoupled
fully decoupled

0 0.5 1 1.5 2 2.5 3 3.5 4 4.5 5
−50

0

50

100

150

Ya
w

(d
eg

)

time(s)

Figure 5.5: Attitude control comparison with magnetic disturbances



5.5. Experimental Results 59

5 10 15 20 25 30 35
−10

−5

0

5

10

R
ol
l
(d
eg
)

5 10 15 20 25 30 35
−10

−5

0

5

10
P
it
ch

(d
eg
)

5 10 15 20 25 30 35
−10

−5

0

5

10

Y
aw

(d
eg
)

time(s)

(a) Attitude in Euler angles

5 10 15 20 25 30 35
−50

0

50

R
ol
l
(d
eg
/s
)

5 10 15 20 25 30 35
−50

0

50

P
it
ch

(d
eg
/
s)

5 10 15 20 25 30 35
−50

0

50

Y
aw

(d
eg
/s
)

time(s)

(b) Angular velocity

Figure 5.6: Attitude stabilization controller (5.24) and filter (5.53)
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Figure 5.7: Attitude stabilization with controller (5.32) and filter (5.56)
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Figure 5.8: Attitude stabilization with controller (5.41) and filter (5.53)



Chapter 6

Velocity-free Attitude Control with
Inertial Measurements

The majority of the control schemes (for example, control scheme I and control scheme
II) developed for the quadrotor are (roughly speaking) Proportional-Derivative (PD) type,
where the proportional action is produced in terms of the attitude and the derivative action
(generating the necessary damping) is produced in terms of the angular velocity. In practice,
the orientation can be constructed or estimated using the inertial vector measurements and
the angular velocity. However, gyroscopes are expensive and prone to failure especially in
sophisticated aerospace applications (e.g., satellites, spacecraft).

In this chapter, an inertial measurement based controller without angular velocity is imple-
mented. Instead of using the angular velocity (either directly or indirectly), as proposed
in [44], a passive auxiliary system is designed to approach the actual angular velocity. As
it will be shown later, some practical issues in our implementation are discussed. Finally, a
set of simulation results are presented.

6.1 Control Design

Let us define the following dynamic of auxiliary system:

˙̄Q =
1

2
Q̄⊙

[
0
β

]
(6.1)

where, Q̄ is the auxiliary attitude with Q̄(0) ∈ Q, and the input of the auxiliary system
β ∈ R3 will be defined later.

Let us define the vector b̄i, i = 1, 2, . . . , n, as b̄i = R(Q̄)⊤ri, corresponding to the vector
ri in the frame attached to the auxiliary system (6.1). Let R̃ = RR̄⊤ be the discrepancy
between the orientation of the rigid body and the orientation of the auxiliary system (6.1),
which corresponds to the unit quaternion as Q̃ = Q⊙ Q̄−1. Using the fact Q = Q̃⊙ Q̄, the

62
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dynamics of Q̃ are governed by

˙̃Q =
1

2
Q̃⊙Qω̃ =

[
−1

2 q̃
⊤ω̃

1
2(η̃I3 + S(q̃))ω̃

]
(6.2)

where, Q̄ ⊙ Qω ⊙ Q̄−1 = Qω̄ and Q̄ ⊙ Qβ ⊙ Q̄−1 = Qβ̄, where β̄ = R̄β, ω̄ = R̄ω and
ω̃ = R̄ω − R̄β.

Before stating our main results, let us define the following variables:

zρ :=

n∑
i=1

ρi(R
⊤
d ri)× bi zγ :=

n∑
i=1

γib̄i × bi (6.3)

where ρi and γi for i = 1, 2, · · · , n are positive gain parameters. Let us state the following
Lemma:

Lemma 2. [44] Assume that at least two vectors, among the n inertial vectors, are not
collinear. Then the following statements hold:

1) The matrix

Wγ = −
n∑
i=1

γiS(ri)
2 (6.4)

is positive definite.

2) The following equality holds:

zγ = −2R̄⊤(η̃I3 − S(q̃))Wγ q̃ (6.5)

3) Equation zγ = 0 is equivalent to

(η̃ = 0, q̃ = vγ) or (η̃ = ±1, q̃ = 0)

where, vγ are the unit eigenvectors of matrix Wγ .

Proof. The proof of Lemma 2 is similar to the proof of Lemma 2 and omitted here.

The inertial vector measurements based velocity-free controller can be generated straight-
forwardly from [44] as

τ = zρ + zγ (6.6)

where, zρ, and zγ are defined in (6.3). The input of the auxiliary system (6.1) is given by

β = −zγ (6.7)

Under the proposed control law (6.6), the closed-loop dynamics of the system (2.22) and
(2.23) are given by

q̇ē =
1

2
(ηēI3 + S(qē))Rdω

˙̃q =
1

2
(η̃I3 + S(q̃))

(
R⊤R̃ω − 2(η̃I3 − S(q̃))Wγ q̃

)
If ω̇ = −S(ω)Ifω − 2R⊤

d (ηēI3 − S(qē))Wρqē − 2R⊤R̃(η̃I3 − S(q̃))Wγ q̃ (6.8)
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where, using the facts zρ = −2R⊤
d (ηēI3 − S(qē))Wρqē and zγ = R⊤R̃(η̃I3 − Sq̃)Wγ q̃. Note

that the desired attitude Rd is constant, and the closed-loop dynamics (6.8) are autonomous.

Let χ := (qē, q̃, ω) ∈ D ×D × R3 be the state vector, with D := {x ∈ R3 |∥x∥ ≤ 1}. Now,
one can state the following theorem.

Theorem 6.1. [44] Consider system (2.22) and (2.23) under the control law (6.6). Let
(6.7) be the input of the auxiliary sytem (6.1). Assume that n vector measurements bi,
corresponding to the inertial vectors ri, i = 1, 2, . . . , n ≥ 2 are available, and at least two
vectors, among the n inertial vectors are not collinear. Then

1) The equilibria of the closed-loop error dynamics (6.8) are given by Ω1 = (0, 0, 0),
Ω2 = (vρ, 0, 0), Ω3 = (0, vγ , 0) and Ω4 = (vρ, vγ , 0), where, vρ and vγ , respectively, are
the unit eigenvectors of Wρ and Wγ .

2) The equilibrium point Ω1 is locally asymptotically stable with the domain of attraction
containing the following domains:

Φ1 = {χ ∈ D ×D × R3|χ⊤Pχ ≤ c} (6.9)

where, P = diag(2Wρ, 2Wγ ,
1
2If ), c < 2min{λ(Wρ), λ(Wγ)} and λ(x) is the eigenval-

ues of matrix (x).

3) The equilibria Ω2, Ω3 and Ω4 are unstable and equilibrium point Ω1 is almost globally
asymptotically stable.

Proof. Consider the following Lyapunov function candidate

V = 2qēWρqē + 2q̃Wγ q̃ +
1

2
ω⊤Ifω (6.10)

Define ei = R⊤
d ri − bi and b̃i = b̄i − bi. Similarly, one shows that

n∑
i=1

ρie
⊤
i ei = 4qēWρqē,

n∑
i=1

γib̃
⊤
i b̃i = 4q̃Wγ q̃

One can also show that the dynamics of b̃i and ei as

˙̃
bi = S(b̄i)(β − ω) + S(b̃i)ω

ėi = −S(bi)ω (6.11)

Consequently, the Lyapunov function candidate (6.10) can be rewritten as

V =
1

2

n∑
i=1

ρie
⊤
i ei +

1

2

n∑
i=1

γib̃
⊤
i b̃i +

1

2
ω⊤Ifω (6.12)
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Then, the time derivative of V , along the trajectory of (2.23) and (6.11), is given by

V̇ =
n∑
i=1

ρie
⊤
i ėi +

n∑
i=1

γib̃
⊤
i
˙̃
bi + ω⊤If ω̇

= −
n∑
i=1

ρie
⊤
i S(bi)ω +

n∑
i=1

γib̃
⊤
i (S(b̄i)β − S(bi)ω) + ω⊤If ω̇

= −
n∑
i=1

ρie
⊤
i S(bi)ω +

n∑
i=1

γib̃
⊤
i

(
S(b̄i)(β − ω) + S(b̃i)ω

)
+ ω⊤If ω̇

= −
n∑
i=1

ρie
⊤
i S(bi)ω −

n∑
i=1

γib
⊤
i S(b̄i)(β − ω) + ω⊤If ω̇

= −ω⊤
n∑
i=1

ρiS(R
⊤
d ri)bi − (ω − β)⊤

n∑
i=1

γiS(b̄i)bi + ω⊤ (τ − S(ω)Ifω)

= −ω⊤zρ − (ω − β)⊤zγ + ω⊤ (zρ + zγ)

= −z⊤γ zγ (6.13)

Since the closed-loop system (6.8) is autonomous, the LaSalle’s invariance theorem is applied
in the following statements. From (6.13), setting V̇ ≡ 0, one obtains zγ ≡ 0, which implies
that Q̃ ≡ (±1, 0) or Q̃ ≡ (0, vγ) from Lemma 2. Consequently, one can show that ω ≡ β
in view of the first equation of (6.8). On the other hand, since zγ ≡ 0, it follows from
the definition of β that β ≡ 0, and consequently ω ≡ 0 from the second equation of (6.8).
Then, one concludes that τ ≡ 0. Using the fact that zγ ≡ 0, from (6.6), one obtains that
zρ ≡ 0. Invoking Lemma 1, one has Qē ≡ (±1, 0) or Qē ≡ (0, vρ). It is clear that the largest
invariant for the closed-loop system (6.8), characterized by V̇ = 0 is given by Ω =

∪4
i=1Ωi.

Since V is non-increasing, one has V (χ(t)) ≤ V (χ(0)), for all t ≥ 0, which implies that Φ1

is a positively invariant sublevel set. From (6.10), it follows that V (χ) ≥ 2λmin(Wγ)∥q̃∥2
and V (χ) ≥ 2λmin(Wρ)∥qē∥2. It is clear that Ω2, Ω3 and Ω4 do not belong to Φ1, since
c < min∥q̃∥=1,∥qē∥=1 V (χ) = 2min{λmin(Wρ), λmin(Wγ)}. Consequently, Ω1 is the only
largest invariant set in Φ1. This ends the second claim of the theorem.

Now, we need to show that the equilibria Ω2, Ω3 and Ω4 are unstable using Chetaev ar-
guments [69]. Introducing the changes of variables Qx = (ηx, qx) = (0,−vρ) ⊙ Qē and
Qy(ηy, qy) = (0,−vγ)⊙ Q̃, one can rewritten the Qē and Q̃ as[

ηē
qē

]
=

[
0
vρ

]
⊙
[
ηx
qx

]
=

[
−q⊤x vρ

ηxvρ + S(vρ)qx

]
(6.14)[

η̃
q̃

]
=

[
0
vγ

]
⊙
[
ηy
qy

]
=

[
−q⊤y vγ

ηyvγ + S(vγ)qy

]
(6.15)

It is clear that the equilibria Ω2, Ω3 and Ω4 are, respectively, equivalent to Λ2 = (qx = 0, q̃ =
0, ω = 0), Λ3 = (qē = 0, qy = 0, ω = 0) and Λ4 = (qx = 0, qy = 0, ω = 0). The linearization
of the closed-loop system (6.8) about the equilibria Λ2, Λ3 and Λ4, respectively, leads to
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the state matrices A2, A3 and A4

A2 =

 N2 0 1
2N1

0 0 1
2σI3

2I−1
f N1N2 −2σI−1

f Wρ 0

 (6.16)

A3 =

 −Wγ 0 −1
2σM1

0 0 1
2I3

−2σI−1
f M1Wγ 2I−1

f M2 0

 (6.17)

A4 =

 N2 0 1
2N1M1

0 0 1
2I3

2I−1
f M1N1N2 2I−1

f M2 0

 (6.18)

where, N1 = 2vγv
⊤
γ − I3, M1 = 2vρv

⊤
ρ − I3, N2 = λγI3 + S(vγ)WγS(vγ), M2 = λρI3 +

S(vρ)WρS(vρ) and σ = ±1. Note that N2 is a symmetric matrix with eigenvalues λγ , λ̄1 :=
λγ − λ1 and λ̄2 = λγ − λ2, where λγ , λ1 and λ2 are the eigenvalues of Wγ . The matrix N1

is clearly nonsingular and satisfies N2
1 = I3.

To show that equilibria Λ2 is unstable, we consider the following Chetaev function

V2(qx, q̃, ω) = 4q⊤x N2qx + 4q̃⊤Wρq̃ − ω⊤Ifω (6.19)

where, V2(0, 0, 0) = 0. Define the set Br = {x := (qx, q̃, ω
⊤)⊤ ∈ D ×D × R3| ∥x(t)∥ < r},

where r > 0. Let us define Ur a subset of Br that is, Ur = {x ∈ Br|V2(x) > 0}. Note that
Ur is a non-empty set contained in Br, since V2(ϵvγ , 0, 0) = ϵ2λγ > 0 for all ϵ2 < r. The
time derivative of V2, is given by

V̇2 = 8q⊤x N2q̇x + 8q̃⊤Wρ
˙̃q − 2ω⊤If ω̇

= 8q⊤x N2(N2qx +
1

2
N1ω) + 4σq̃⊤Wρω − 2ω⊤(2N1N2qx − 2σWρ)

= 8q⊤x N2N2qx

where, V̇2 is positive semi-definite everywhere in Ur for all r > 0. Therefore, for any initial
conditions x(0) ∈ Ur, the state x(t) must leave Ur since V2(x) is bounded on Ur and V2 is
non-decreasing in Ur. Since V2(x) > V2(0), x(t) must leave Ur through the circle ∥x∥ = r
and not through the edges V2(x) = 0. Hence the equilibrium point Ω2 is unstable. Similarly,
one can choose the following Chetave functions for Λ3 and Λ4, respectively, as

V3(x, qe, ω) = 4q⊤e N2qe + 4x⊤N2x− ω⊤Ifω (6.20)

V4(x, y, ω) = 4y⊤N2y + 4x⊤N2x− ω⊤Ifω (6.21)

The same arguments can be used to show that Ω3 and Ω4 are also unstable, and omitted
here.

To show the equilibrium point Ω1 is almost globally asymptotically stable, we need to show
that the stable manifolds associated to the unstable equilibria have Lebesgue measure zero.
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We need to show that the eigenvalues of A2, A3 and A4 are not all with zero real-part [71]. In
practice, it is easy to choose the control gains γi such that the eigenvalues ofWγ are all equal
(see Section 6.2). The trace of A2 is given by Tr(A2) = Tr(N2) = 4λγ − Tr(Wγ) = λγ > 0.
Hence, A2 can not have all its eigenvalues with zero real-part. Similar arguments can be
used to show that A4 does not have all its eigenvalues with zero real-parts, and hence
omitted. For A3, it is clear that the eigenvalues of A3 are not all on the imaginary axis,
since Tr(A3) = −Tr(Wγ) ̸= 0 as Wγ is symmetric positive definite. Finally, one concludes
that the equilibrium Ω1 of the closed-loop system (6.8) is almost globally asymptotically
stable. This completes the proof.

6.2 Implementation using Inertial Vector Measurements

6.2.1 Standard Implementation

Considering the same decoupled inertial vectors uI , vI and µI and their measurements uB,
vB and µB defined in Chapter 5, one has the following standard velocity-free controller and
auxiliary system input as:

τ = zρ + zγ

β = −zγ
zρ := ρ1(R

⊤
d uI)× uB + ρ2(R

⊤
d vI)× vB + ρ3(R

⊤
d µI)× µB

zγ := γ1(R̄
⊤uI)× uB + γ2(R̄

⊤vI)× vB + γ3(R̄
⊤µI)× µB

The control torque and the auxiliary system input can be simplified by choosing ρ1 = ρ2 =
ρ3 = ρ, γ1 = γ2 = γ3 = γ as:

τ = −4ρηēqē − 4γη̃q̃

β = 4γη̃q̃ (6.22)

Note that almost-global stability for the equilibrium point Ω1 is still guaranteed with the
control (6.22). However, some issues in the implementation can be pointed by observing
the performance of the linearized closed-loop dynamics. Let us consider the first-order
approximation of the closed-loop system (6.8) with the control torque and auxiliary system
input given by (6.22) around the equilibrium point Ω1,

q̇ē =
1

2
ω

ω̇ = −4I−1
f ρqē − 4γI−1

f q̃

˙̃q =
1

2
ω − 2γq̃ (6.23)

where, we use the facts R̃ ≈ I3 + 2S(q̃) and Rē ≈ I3 + 2S(qē). Next we will show the slow
response by checking the eigenvalues of the state matrix of the linearized system. From
the linear dynamics (6.23), it is easy to check that the linear dynamics of the roll, pitch
and yaw are locally decoupled. Define a new state ξ = (ξϕ, ξθ, ξψ), where ξϕ = (qē,1, ω1, q̃1),
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ξθ = (qē,2, ω3, q̃2) and ξψ = (qē,3, ω3, q̃3), then the state matrix of the dynamics (6.23 ) is
given by

As =

Aϕ 03 03
03 Aθ 03
03 03 Aψ

 (6.24)

with

Aϕ =

 0 1
2 0

−4ρI−1
ϕ 0 −4γI−1

ϕ

0 1
2 −2γ

 Aθ =

 0 1
2 0

−4ρI−1
θ 0 −4γI−1

θ

0 1
2 −2γ

 Aψ =

 0 1
2 0

−4ρI−1
ψ 0 −4γI−1

ψ

0 1
2 −2γ


The eigenvalues of matrix As can be obtained by solving the following polynomial equation
for λ:

det(λI9 −As) = det(λI3 −Aϕ) det(λI3 −Aθ) det(λI3 −Aψ) = 0 (6.25)

There are only two parameters ρ and γ that may affect the eigenvalues of the state matrix
As. Let us firstly check the eigenvalues of matrix Aϕ

det(λI3 −Aϕ) = det

 λ −1
2 0

4ρI−1
ϕ λ 4γI−1

ϕ

0 −1
2 λ+ 2γ


= λ3 + 2ρI−1

ϕ λ+ 2γ(λ2 + λI−1
ϕ + 2ρI−1

ϕ )

= 0 (6.26)

It is not easy to get the exact symbolic eigenvalues. However, one can get the numerical
solutions using MATLAB. For a fixed positive value of ρ, for example ρ = 1.5 given in
Chapter 5, the eigenvalues of the state matrix Aϕ are plotted in Fig. 6.1 for all values of γ
(where, Iϕ = 0.0159 given in Section 3.2). As it shown, all the eigenvalues have the negative
real part for γ > 0. The eigenvalues of the state matrix Aϕ will be very close to zero if the
value of γ is not taken sufficiently large, since Tr(Aϕ) = λ1+λ2+λ3 = −2γ. For discussion
purposes, let us assume that 2γ ≈ ∞. Then, it is straightforward to verify that the three
eigenvalues are given by 

λ1 = −1
2I

−1
ϕ

(
1−

√
1− 8ρIϕ

)
λ2 = −1

2I
−1
ϕ

(
1 +

√
1− 8ρIϕ

)
λ3 = −2γ + I−1

ϕ

(6.27)

It is known that the largest eigenvalue (i.e., the smallest in absolute value) of the state
matrix is important for the convergence rate. Then, one has the limit of the maximum
eigenvalues of the state matrix Aϕ with respect to γ as

lim
γ→∞

λmax(Aϕ) = −1

2
I−1
ϕ

(
1−

√
1− 8ρIϕ

)
(6.28)

It is clear that limγ→∞ λmax(Aϕ) will be small if ρ is not large enough, since Iϕ ≪ 1. The
eigenvalues of Aθ and Aψ are plotted, respectively, in Fig. 6.2 and Fig. 6.3 for all values of
γ. The same arguments can be used for the eigenvalues of the state matrices Aθ and Aψ.
Finally, one can conclude that the maximum eigenvalues of the state matrix As will be very
close to imaginary axis if ρ and γ are not chosen sufficiently large. This leads to slow time
response of the closed-loop dynamics (6.23 ).
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Figure 6.1: Eigenvalues of the roll dynamics varying with γ

−250 −200 −150 −100 −50 0
−100

−50

0

50

100

im
a
g

real

0 50 100 150
−4

−3

−2

−1

0

λ
m
a
x

γ

Figure 6.2: Eigenvalues of the pitch dynamics varying with γ
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Figure 6.3: Eigenvalues of the yaw dynamics varying with γ

6.2.2 Improved Implementation

An improved approach has been proposed as follows

τ = −4ρηēqē − 4γη̃q̃

β = 4γKβ η̃q̃ (6.29)

where, Kβ is a diagonal positive definite matrix. Note that it is easy to check that the
proposed approach leads to the same results as in Theorem 6.1. Again, let us consider the
first-order approximation of the closed-loop dynamics around the equilibrium point Ω1 as

q̇ē =
1

2
ω

ω̇ = −4ρI−1
f qē − 4γI−1

f q̃

˙̃q =
1

2
ω − 2γKq̃ (6.30)

The state matrix of the dynamics (6.30) is given by

Ās =

Āϕ 03 03
03 Āθ 03
03 03 Āψ

 (6.31)

with

Āϕ =

 0 1
2 0

−4ρI−1
ϕ 0 −4γI−1

ϕ

0 1
2 −2γKϕ

 Āθ =

 0 1
2 0

−4ρI−1
θ 0 −4γI−1

θ

0 1
2 −2γKθ

 Āψ =

 0 1
2 0

−4ρI−1
ψ 0 −4γI−1

ψ

0 1
2 −2γKψ


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where, K = diag(Kϕ,Kθ,Kψ). The eigenvalues of state matrix Ās are given by the roots
of the following polynomial equation:

det(λI3 − Āϕ) det(λI3 − Āθ) det(λI3 − Āψ) = 0 (6.32)

One has that the eigenvalues of state matrix Ās are the eigenvalues of the matrices Āϕ, Āθ
and Āψ. The eigenvalues of Āϕ are the roots of the following polynomial equation:

λ3 + 2ρI−1
ϕ λ+ 2γ(Kϕλ

2 + λI−1
ϕ + 2ρKϕI

−1
ϕ ) = 0 (6.33)

Again, let us assume that 2γ ≈ ∞ for discussion purposes. Then the three eigenvalues are
given by 

λ1 = −1
2(IϕKϕ)

−1
(
1−

√
1− 8ρK2

ϕIϕ

)
λ2 = −1

2(IϕKϕ)
−1
(
1 +

√
1− 8ρK2

ϕIϕ

)
λ3 = −2γ + (IϕKϕ)

−1

(6.34)

One can verify that Real(λ1) ≥ −
√

2ρI−1
ϕ , and Real(λ1) = −

√
2ρI−1

ϕ if and only if Kϕ =
1

2
√

2ρIϕ
. Then one has the limit of the maximum eigenvalues of the state matrix Āϕ with

respect to γ as

lim
γ→∞

λmax(Āϕ) = −
√

2ρI−1
ϕ (6.35)

It is easy to check that limγ→∞ λmax(Āϕ) ≤ limγ→∞ λmax(Aϕ) when ρ is chosen sufficient
small (i.e., ρ < 1/(8Iϕ)). Choosing ρ = 1.5 andKϕ = 1/(2

√
2ρIϕ) = 2.2893, the eigenvalues

of the state matrix Āϕ are plotted in Fig. 6.4 with respect to γ. As we can see, λmax(Āϕ) <
λmax(Aϕ) for all values of γ. The same arguments can be used for the eigenvalues of Āθ
and Āψ. The eigenvalues of the matrices Āϕ, Āθ and Āψ are presented, respectively, in Fig.
6.5 and Fig. 6.6 for all values of γ. An advantage of the improved approach with respect
to the standard approach, is that there exists a set of “nonhigh” gains ρ leading to a fast
time response.

On the other hand, the slow time response of the closed-loop system is not the sole issue.
The auxiliary system leads to the difficulty of finding nonhigh gain γ leading to small noise
in the feedback. The closed-loop dynamics can be rewritten as a second-order dynamics
and a passive dynamics

If q̈ē + 2γq̃ + 2ρqē = 0 (6.36)

˙̃q = −2γKq̃ + q̇ē (6.37)

From the dynamics (6.37), one can verify that the rate of convergence of 2γq̃ → K−1q̇e can
be guaranteed when γ is chosen sufficiently large. Moreover, choosing K = Γ−1

2 defined in
Chapter 5, the dynamics (6.36) can be approximated by

If q̈ē + Γ2q̇ē + 2ρqē = 0 (6.38)

which is similar to the dynamics (5.51). However, the large gain γ may excessively amplify
the measurement noise in the feedback (6.29). This leads to the difficulty of finding a
“nonhigh” gain γ providing the system with an acceptable acceptably fast time response.
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Figure 6.4: Eigenvalues of the roll dynamics varying with gamma
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Figure 6.5: Eigenvalues of the pitch dynamics varying with gamma

6.3 Simulation Results

As proposed in reference [44], an overview of the inertial measurements based velocity-free
control scheme is shown in Fig. 6.7. As we can see, the outputs of the dynamics model are
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Figure 6.6: Eigenvalues of the yaw dynamics varying with gamma
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Control
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(zγ , uB, vB)

Figure 6.7: Control scheme III

only accelerometer and magnetometer measurements. However, with the help of auxiliary
system, the vector zγ is designed to approach the angular velocity.

Simulation 1 Simulation 2

Standard controller (6.22) Improved controller (6.29)

ρ1 = ρ2 = ρ3 = ρ = 1.5

γ1 = γ2 = γ3 = γ = 132 γ1 = γ2 = γ3 = γ = 25

K−1 = diag([0.44, 0.42, 0.60])

Table 6.1: Control gains for simulation

Two sets of simulations have been presented in this section showing the performance of
quadrotor system with the velocity-free controllers (6.22) and (6.29). The inertia matrix has
been taken the same as in Chapter 4, and the initial conditions are taken as ϕ(0) = −22 deg,
θ(0) = 18 deg, ψ(0) = −10 deg and ω = (0, 0, 0)⊤. For the attitude stabilization, the desired
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attitude is given by ϕd = 0deg, θd = 0deg and ψd = 0deg. The control parameters involved
in the controllers (6.22) and (6.29) are chosen as shown in Table 6.1

The simulation results presented in Fig. 6.8-6.11 show important performance differences
between the standard approach and the improved approach. In particular, the standard
approach shows a slow convergence in the roll, pitch and yaw dynamics with large value
of γ. In contrast, one can see, for the improved approach, a very fast convergence of the
Euler angles despite the use of relative small value of γ. This can be explained by the fact
that, for the improved approach, the auxiliary velocity is much closer to the actual angular
velocity compared to the standard approach (see Fig. 6.9 and 6.11).
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Figure 6.8: Attitude control with standard velocity-free approach
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free approach



Chapter 7

Conclusion

In this thesis, a quadrotor control system based on low-cost microprocessor and sensors,
has been developed. A method for determining the moment of inertia of the quadrotor
platform was proposed by applying the attitude estimation algorithm for data collecting
and the fast Fourier transform for data analyzing. A method for the calibration of the
propeller efficiency was introduced to reduce the horizontal translation while hovering.

A nonlinear attitude estimator known as the conditioned complementary filter was tested
in our real-time embedded system. In the presence of measurement noise from the IMUs
and the magnetic field distortion, the nonlinear estimator still works well in our quadrotor
platform. A PD-like unit quaternion based attitude controller was implemented and found
to perform well in our indoor environment.

The technique of vector decoupling was introduced to improve the performances of inertial
measurements based attitude controller. This controller guarantees almost-global asymp-
totic stability without the attitude estimation algorithm. The obtained experimental results
show acceptable performance with careful vector measurement filtering.

Finally, we applied some linear system analysis methods to discuss the implementation
issues of the inertial measurement based velocity-free controller. An improvement has been
proposed to increase the response speed of the quadrotor system.

Development of a reliable and robust quadrotor platform is the main purpose of this project.
We list below some specific research work based on the work presented in this thesis below.

� Global asymptotic stability
Due to the topological obstruction in attitude control, there does not exist any smooth
controller that guarantees global asymptotic stability. Some new approaches using hy-
brid control have been developed recently, which achieve global asymptotic stability.
However, these results have been tested only in simulations and robustness with re-
spect to uncertainties and disturbances has not been considered. We would like to
improve our inertial measurements based controller such that global asymptotic sta-
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bility is guaranteed.

� Position control and Trajectory tracking
We would like to develop and implement some trajectory tracking control schemes,
with the help of GPS and/or vision system. With the trajectory tracking schemes,
the quadrotor can navigate autonomously, without any user intervention, or execute
high-level commands.

� Multiple UAVs formation
Multiple autonomous quadrotor UAVs are more suitable for the execution of challeng-
ing missions. Formation control is one of the most important research topics in this
area. Obviously, the multi-UAVs formation relies on efficient individual quadrotor
control methods and specific techniques for multi-agent motion coordination.



Appendix A

Discrete Version of Attitude
Estimation

The exponential of a matrix A is defined as follows
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Using the facts that

sinx =

∞∑
n=0
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Consequently, the following discrete version of observer (4.7) is proposed:
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Specially, if ∥ω̂k∥ ̸= 0, one has
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where, ω̂k = ω̄k∥ω̂k∥, then matrix exp
(
T
2A(ω̂k)

)
can be also represented by an unit Quater-

nion
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Finally, the quaternion at time (k + 1)T can be expressed as

Q̂k+1 =

{
Qω̄k

⊗ Q̂k, if ∥ω̂k∥ ̸= 0

Q̂k, if ∥ω̂k∥ = 0
(A.5)

which theoretically guarantees Q̂k+1 unit Quaternion (see details in [72]).
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Discrete Version of Inertial Vector
Integration
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The expansion of the exponential matrix exp(−TS(ω̂Bk
)) is given by

exp(−TS(ω̂Bk
)) =

 1−Θ2cΘ+ ω̂2
kx
cΘ ω̂kxω̂kycΘ+ ω̂kzsΘ −ω̂kysΘ+ ω̂kxω̂kzcΘ

−ω̂kzsΘ+ ω̂kxω̂kycΘ 1−Θ2cΘ+ ω̂2
ky
cΘ ω̂ky ω̂kzcΘ+ ω̂kxsΘ

ω̂kxω̂kzcΘ+ ω̂kysΘ −ω̂kxsΘ+ ω̂ky ω̂kzcΘ 1−Θ2cΘ+ ω̂2
kz
cΘ

(B.2)
where, ω̂Bk

= [ω̂kx , ω̂ky , ω̂kz ]
⊤, and c and s denoting the cosine and sine operators.



Appendix C

Magnetometer Calibration

A novel compensation approach proposed in [66] and [67] has been implemented in our
thesis. Without the effect of white noise, the magnetic measurement can be simplified as

mB = DR⊤mI + bm (C.1)

where, R is the notation matrix, D is the distortion, mI denotes the Earth’s magnetic field
vector (expressed in the inertial frame), bm is a body-fixed frame expression for the local
magnetic disturbance, and nm denotes the measurement noise. The D and bm are given by

D =

 ϵx 0 0
ϵy sin δx ϵy cos δx 0

ϵz sin δy cos δz ϵz sin δz ϵz cos δy cos δz

 bm =

ϱxϱy
ϱz


where, (ϵx, ϵy, ϵz) are the total scale errors on the x, y, and z axes respectively, (δx, δy, δz)
are the sensor misalignment angles between the sensor measurements and body axes, and
(ϱx, ϱy, ϱz) are the sensor offsets between the sensor measurements and body axes. One can
solve the equation (C.1) for R⊤mI as

R⊤mI = D−1(mB − bm) (C.2)

It is easy to calculate the inverse of matrix D, which is given by

D−1 =

D1 0 0
D2 D3 0
D4 D5 D6


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and the coefficients D1 −D5 denote

D1 =
1

ϵx

D2 = −tan δx
ϵx

D3 =
1

ϵy cos δx

D4 =
tan δx tan δz
ϵx cos δy

− tan δy
ϵx

D5 = − tan δz
ϵy cos δx cos δy

D6 =
1

ϵz cos δy cos δz

Using the fact mB = [mBx ,mBy ,mBz ]
⊤, one can further rewrite (C.2) as

R⊤mI =

 D1(mBx − ϱx)
D2(mBx − ϱx) +D3(mBy − ϱy)

D4(mBx − ϱx) +D5(mBy − ϱy) +D6(mBz − ϱz)

 (C.3)

Since ∥R⊤mI∥2 = ∥mI∥2, one can rearrange (C.3) as follows

C1m
2
Bx

+ C2mBxmBy + C3mBxmBz + C4m
2
By

+ C5mBymBz

+ C6m
2
Bz

+ C7mBx + C8mBy + C9mBz = C10 (C.4)
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where, the coefficients Ck, 1 ≤ k ≤ 10 are the functions of the 10 parameters ϵi, δi, ϱi, i ∈
{x, y, z} and ∥mI∥. One can further rewrite (C.4) as
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The magnetometer data set {mB} consisting of N data points (at least 1000 samples) can
be collected by rotating the quadrotor along all the axes, and recorded them using the serial
communication. Then (C.5) with N samples can be rewritten into a large matrix as

XC = W (C.6)

where

X =


m2

Bx1
mBx1mBy1 · · · mBz1

m2
Bx2

mBx2mBy2 · · · mBz2

...
...

. . .
...

m2
BxN

mBxN
mByN

· · · mBzN


︸ ︷︷ ︸

N×9

C =


C1/C10

C2/C10
...

C9/C10


︸ ︷︷ ︸

9×1

W =


1
1
...
1


︸︷︷︸
N×1

Finally, Cest, a least-squares best fit estimate for C, can be generated as

Cest = (X⊤X)−1X⊤W (C.7)

Now that the estimates for C have been found. The earth magnetic field mI at the current
location can be obtained from the Inertial Geomagnetic Reference Field (IGRF) [73] or
World Magnetic Model (WMM) [74]. For example, the earth magnetic field in Thunder
Bay, Ontario, Canada is given by (0.1550,−0.0101, 0.5453)⊤ gauss. It is easy to have that
∥mI∥ = 0.5670. Using the local value of ∥mI∥, solutions for nine parameters ϵi, δi, ϱi, i ∈
{x, y, z} can be solved from nine nonlinear equations (C.7) algebraically. The gradient
descent method with MATLAB can be used to solve the nine nonlinear equations.
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