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ABSTRACT 
The work presented in this thesis is motivated by the need for new and effective methods 

to isolate vibrations in the rapidly growing technological sector, with particular interest in the 

control methodologies for active vibration isolation of a proposed isolator. 

The thesis consists of four major parts. The first part (chapter 2) focuses on the 

development of dynamic mathematical models for the isolator. The nonlinear force and stiffness 

models are linearized and a dynamic experimental characterization is conducted to properly 

identify the system parameters. The characterization also serves as a model validation process. 

The second part (chapter 3) investigates the ability of the active vibration isolator to 

perform with a phase compensation technique. This technique is realized by minimizing the 2nd 

norm of the displacement transmissibility. An automatic on/off tuning algorithm is devised to 

take full advantage ofboth active and passive modes. Real-time experiments demonstrate the 

efficacy of the technique. The experimental results also show that with the proposed control 

scheme, the isolator is able to effectively suppress base excitations taking advantage ofboth 

active and passive modes. 

The third part of the thesis involves investigating the notion of a delayed feedback 

control. A direct negative position feedback (NPF) and positive position feedback (PPF) stability 

analysis is conducted highlighting the effect of the inherent time lag in the system. Then a time 

delayed stability analysis is conducted to outline the bifurcations in the gain-delay plane. 

Subsequently, a design procedure is proposed to take advantage of the active damping for base 

isolation. The controllers developed are then tested in experiment comparing the performance of 

each. A notable finding for base isolation is that some degree of an inherent time delay present in 

hardware is beneficial when a relative direct positive position feedback is used. 

The fourth part involves investigating the performance of a proposed adaptive nonlinear 

controller to function with the active isolator. The controller is tested in real time against a related 

controller which neglects the actuator physics. Several results are obtained and discussed in 

regard to the performance and parameter estimations. A performance increase and estimation 

accuracy increase is observed when using the proposed scheme. 
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Finally, it should be mentioned that though the study is based on a particular isolator, the findings 

are applicable to similar systems. 
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CHAPTER 1 - INTRODUCTION 
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Vibration is a physical phenomenon that occurs in nature. It is also referred to as a subset of 

dynamics that deals with repetitive motion [ 1]. In some cases vibration is a wanted occurrence as 

it is in music, vibration conveyors or ultrasonic vibrations. However, in the majority of cases it is 

detrimental and undesirable. It can cause uncomfortable environments or failure of equipment. 

There exist many examples of the catastrophic effects of unwanted or unaccounted for vibration. 

One example is the collapse ofthe Tacoma Narrows bridge in 1940 due to wind induced 

vibrations. Such potential failures provide sufficient motive in finding ways to alleviate the 

unwanted effects. 

Researchers have been investigating various methods to eliminate or reduce structural 

vibrations for many decades. These structural vibrations occur in many different physical systems 

in a wide range of industries. Vibration isolation is the process of isolating an object from a 

source of vibration. In general, there are two broad classes in which isolation of vibration is 

necessary [2]. The first class deals with isolating vibrations that propagate from the main 

structure onto the supporting structure (Figure 1.1 (a)). The second class is concerned with the 

isolation of a structure from a vibrating base (Figure 1.1 (b)). This second case is referred to as 

base isolation and is the focus of this thesis. Needs for base isolation cover a wide spectrum 

ranging from earthquake engineering structures to precision instruments. 

F (t) 

M 
X (t) 

c 

y(t) 

(a) (b) 

Figure 1.1. Single Degree of Freedom (SDOF) Vibration Isolation Model 
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Figure 1.1 shows the most fundamental models for vibration isolation. The base and the 

main mass, M, are assumed rigid. The isolator, which consists of a viscous damper with damping 

coefficient, c, and a spring with stiffness, k, is assumed massless. The frequency ratio, r , is 

defined as the ratio of excitation frequency, OJb, to the systems natural frequency, OJn, and the 

damping ratio, (,is defined as ( = cj(2mcon). Ifthe isolator is subjected to steady-state 

sinusoidal vibrations, its performance is usually measured in terms of the transmissibility ratio. If 

the vibration isolation problem is of the first class, the transmissibility ratio is the force 

transmissibility ratio defined as the ratio of the magnitude of exciting force to the magnitude of 

the force transmitted through the spring and dashpot to the fixed base ( TR = FT I F0 ). On the 

other hand, if the vibration isolation problem is of the second class, namely base isolation, then 

this transmissibility ratio is the displacement transmissibility ratio defined as the ratio ofthe 

maximum response magnitude to the input displacement magnitude ( TR =X I Y). These two 

magnitude ratios are equivalent ifthe system is linear and uniaxial [3]. 

Isolation 
Region 

Figure 1.2. Transmissibility ofthe SDOF isolator 
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The means to isolate vibration mainly includes passive, semi-active or active control. Even 

though the passive SDOF model is relatively simple, a wealth of fundamental information about 

vibration isolation can be obtained from it. Passive isolators are essentially composed of stiffness 

and damping (as in Figure 1.1 (a) and (b)) which can be designed to achieve a certain 

performance. The stiffness ofthe system is usually used to determine the natural frequency, wn, 

which is where the system will exhibit the largest transmissibility ratio. The region where the 

isolator starts isolating vibrations is defined as the isolation region as observed in Figure 1.2. This 

occurs at an excitation frequency of Jicon and greater. Both stiffness and damping affect this 

reg ron. 

In practice, passive methodologies that are used to isolate of any vibration-sensitive 

equipment from base excitation are usually achieved using resilient mounts. However, 

conventional passive mounts suffer from an inherent trade-off between poor high-frequency 

isolation and amplification of vibration at the resonance frequency. An ideal passive mount 

should incorporate a high static stiffness to better support a larger load, and a low dynamic 

stiffness to provide better isolation. This is kno\vn as a high-static-low-dynamic stiffness 

(HSLDS) isolator, which is capable of supporting a large load while possessing a low natural 

frequency [ 4-7]. A semi-active isolator can alter its stiffness or damping or both through a closed-

loop system in order to adapt to varying conditions [8-12]. Finally, active vibration isolators act 

by equipping the system with an actuator and a feedback control system to impose a controlled 

force on the structure. With proper design and control strategy, an active vibration isolator can 

deliver superior performance [13-20]. Due to the known inherent downfalls of traditional 

isolation methods, and the fact that active control methods can be applied to vibration isolation 

devices to improve the performance ofthe isolation system, the focus in this thesis is active 

vibration isolation. With the ever growing fast paced new technological market such as 

nanotechnology, the need for effective vibration isolation has never been greater and it will 

continue to become greater. As a consequence, scientists and engineers must continuously 

improve vibration isolation methods of the sensitive equipment used in these applications. The 

primary method of improvement of these technologies involves investigating new active isolation 

methods and their characteristics. 
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1.1. Objectives 
The principal objective ofthe research in this thesis is to investigate different active 

vibration isolation methods with validation studies on a proposed active isolator. More 

specifically, the objectives ofthis thesis can be itemized as follows. 

(1) To determine the dynamic characteristics ofthe proposed active isolator and develop a 

mathematical model through theory and experiment. 

(2) To investigate the performance of the active isolator to with a phase compensation 

technique. 

(3) To investigate the effect of inherent time delays within the isolator to various feedbacks. 

( 4) To explore purposefully injected time delays into the active control algorithm and 

determine the performance character over a wide frequency band. Also, determine 

stability perturbations due to this time delay. 

(5) To examine the effect of uncertain parameters and/or parameter variations of the 

nonlinear model. Furthermore, the effect of the inclusion of actuator physics on the 

performance is explored. 
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1.2. Brief Outline of the Thesis 
This thesis is structured in the following manner. 

In chapter 2 the modeling and system identification is conducted in order to characterize the 

proposed isolator dynamically. 

In chapter 3 the phase compensation technique is investigated. The optimal transmissibility is 

sought out and in experiment an automatic on/off switching technique is implemented 

experimentally. 

Chapter 4 deals with the delayed feedback control technique. Stability perturbations due to 

purposefully injected delays are investigated and performance characteristics due to inherent 

delays are also determined. 

In chapter 5 an adaptive nonlinear control scheme based on the backstepping technique is 

proposed for the active vibration isolator and its performance character is investigated in real 

time experiments. 

Chapter 6 presents the conclusions of the thesis. Future work is also discussed. 
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CHAPTER 2 - MODELING AND SYSTEM 

CHARACTERIZATION 

7 



This chapter deals with the modeling and system characterization of a proposed active 

vibration isolator. The isolator is first presented with its dynamic modeling in section 2.1. The 

characterization by means of experiments is given in section 2.2. 

2.1. Active Vibration Isolator and Dynamic Models 
Figure 2.1 shows a schematic ofthe proposed active vibration isolator. A steel beam (1) is 

used to support a permanent magnet (PM) (2). The permanent magnet acts as an isolated mass 

and is referred to as mass m. The PM block is formed by two neodymium magnets enclosed in 

an aluminum casing. The block dimension is l x wx h = 25.4x 25.4x 29.0 mm. Its magnetization 

is 786.23 kAm-1. The mass-beam assembly is placed between a pair of electromagnets (EMs) (3). 

The tension ofthe beam can be adjusted by screws (4). The beam supports and the EM supports 

are fastened to a base which rides on two linear guide carts sliding along a precision rail rack (6). 

The rail rack is fastened to a heavy rigid stand (7). A shaker (5) is used to excite the base through 

a stinger. 

Figure 2.1. Schematic of the active vibration isolator. 

Figure 2.2 illustrates a simplified model for the system and indicates the polarities of the 

PM and the EMs. Note that the polarities of the EMs vary according to the direction of the 

coil current. Any movement of the rigid stand is assumed negligible in modeling. Figure 2.2 
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also defines some key variables used to describe the model. The base motion is denoted by y 

while the motion of the mass is denoted by x. The stiffness of the beam is represented by k6 

while the stiffuess ofthe magnetic spring due to the interaction between the PM and the EM 

cores is represented by kpc . 

~-----------------------,-----------------, 
I Y 1 X 1 

I I I' I kb I I 
I - I I 
I 2 I I 
I I I 
I I 
I 
I 
I Pa 
ec 

-r·-
1 

I 
I 

PM 

N ..... 

: PM 
I 

! kpc ~-b._.._.l-<;h_ krc 
I 2 0 21 
I I I 
I t I 
L-------------~------------------------------------~ 

Figure 2.2. Illustrative model 

The equation governing the motion of the mass is given by 

mi + ci + J;, +fpc = -my+ F:: 

y 

EM 

(2.1) 

where z = x- y represents the relative displacement of the mass, J;, is the restoring force of the 

beam and fpc is the attracting force ofthe magnetic spring, and Fe is the actuating force due to 

the interaction between the PM and the energized EMs. The study conducted in [21] has found 

that the restoring force J;, can be approximated by a cubic function, 

(2.2) 

In Appendix A, it is shown that the force due to the magnetic spring fpc IS given as 
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(2.3) 

and the actuating force is given as 

(2.4) 

Ifthe relative displacement z and the current i are small in magnitude, equations (2.3) and (2.4) 

can be linearized such that 

where kpc = 8a1 / q1
5

, r = b1b3 / q~ , and ia = 2i is the total current applied to the actuator. 

As shown in Figure 2.2, the actuator is formed by connecting two identical EMs in 

parallel. Therefore, the dynamics ofthe actuator is defined by 

L: R. k. -z +-z + z =e 
2 a 2 a v c 

(2.5) 

(2.6) 

where L and R are the inductance and resistance of one EM, ec is the voltage applied to the 

actuator, and the term ki represents the effect of back electromotive force (emf) induced by the 

motion of the mass with kv as a proportional constant. 

2.2. System Characterization 
In order to control the system effectively, a thorough system characterization is needed. 

The characterization study serves a twofold purpose. While the primary purpose is to identify 

unknown dynamics/parameters and to verify modeling, the study intends to gain further insight to 

the limitations of the actual system and to identify any characteristics that are not included in the 

governing equations. In this study, an experimental approach was taken. The study employs two 

sets of electromagnetic actuators custom-made in lab. All the electromagnets were constructed by 

winding 22 Gauge copper wire around a low-carbon steel bolt with a diameter of 13.0 mrn. For 
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the first set, the outer diameter and length of the coil are 46.6 mm and 88.0 mm, respectively, 

which results in about 3565 turns. For the second set, the outer diameter and length of the coil 

were both 55 mm, resulting in about 1213 turns. Hereinafter, the setup with the first set of the 

EMs will be referred to as Set one while the setup with the second set ofthe EMs will be referred 

to as Set two. 

2.2.1 Actuator Inductance 

As shown in Eq. (2.6), the actuator dynamics involves the resistance R, the inductance L, 

and the constant kv. Among them, the resistance is the easiest to determine. Using a multimeter, 

it was found that the resistance for Set one is R = 13 Q and that for Set two is R = 8.2 Q. For 

the determination of L and kv , it is noted that there are many factors that can affect the 

inductance of a coil. These include temperature, current frequency and magnitude, etc. [22, 23]. 

Consequently, the correct inductance of an electromagnet should be determined in the domain of 

its use. Two methods were used for this purpose. 

Step response method. Figure 2.3 is a depiction of a circuit that was used to determine the 

inductance of an electromagnet where L and R are the inductance and resistance of the coil, 

respectively and Rs = 1 Q is a resistor used to measure the current. 

L R 
. ./ ----,----\.) 

Yin Rs Vs 

Figure 2.3. Circuit used to measure the EM inductance 

When a voltage v;n is applied to the circuit, the governing equation ofthe circuit is ofthe form: 

Li + (R + Rs)i = vm(t). (2.7) 

If a constant voltage V is suddenly applied, the current can be found to be 
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V R+Rs --t 
i(t) = (1- e L ) . 

R+R, 
(2.8) 

With the knowledge of the resistance of the coil this equation can be used to estimate the 

inductance. An experiment was implemented as follows. The circuit was setup and a step voltage 

was applied to the amplifier (Quanser, UPM-2405) through the interface between dSpace 

ControlDesk and Matlab Simulink. The corresponding current draw was measured. Subsequently, 

equation (2.8) is used to estimate the inductance parameter. First, defining the time it takes for the 

current to reach exactly half of its final value starting at its initial value as t112 . Next, halfofthe 

final value of the current is given by i112 = V . Using t112 for t and i112 for i(t), equation 
2(R+RJ 

(2.8) can be solved for the inductance L: 

L = -(R + R,)t112 • 

ln(l I 2) 

It is noted that, t 112 was measured from the collected data. An illustration of one of the step 

(2.9) 

responses can be seen in Figure 2.4. The experiments were repeated three times for each setup. 

The average inductance values were found to be L = 0.65 H for Set one and L = 0.16 H for Set 

two. 

0.3 t1/2 

0.25 

0.2 

~ 
c 
~ 0.'15 
::l 
0 

0.1 

0.05 

0 

2.4 2.5 2.6 2.7 2.8 2.9 3 3.1 3.2 
Time(s) 

Figure 2.4. Step response of one EM for Set one 
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RLC Resonance. The second method involves the resonance of an RLC circuit where the 

inductance is unknown. The governing differential equation for an RLC circuit is given by 

·: : 1 . . ) Lz + Rz + -l = v(t c (2.10) 

where C is capacitance. The natural frequency ofthe system is the frequency at which the system 

experiences resonance. This is given by 

(2.11) 

Accordingly, experiments can be devised to locate the natural frequency of the circuit by 

subjecting it to sinusoidal voltages with varying frequencies. By measuring the magnitudes ofthe 

resulting currents, the relationship between the current magnitude and exciting frequency can be 

established. One example of such a relationship is given in Fig. 2. 5 where the frequency 

corresponding to the peak value is taken as the natural frequency of the circuit. Once this 

frequency is determined equation, (2.11) is used to find the inductance given the value of 

capacitance used in the experiment. This method was condicted for two different sets of 

capacitors. The first had a capacitance value of 4 7 0 J1 F and the second 1 000 J1 F. The 

experiments were repeated three times for each capacitance. The average inductance values were 

found to be L = 0.610 H for Set one and L = 0.163 H for Set two. These values are close to the 

results from the step response method. The results from method 1 are utilized in the study. 
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Figure 2.5. Frequency response ofthe RLC circuit consisting ofthe EM of Set two 

2.2.2. Damping Coefficient and Proportional Constant for the Back emf Term 

The system characterization also involved the identification of c and kv. This is because, 

when the PM moves between the EMs, eddy currents are induced in the EMs. These eddy 

currents create magnetic fields in the EMs that oppose the original magnetic field, causing a 

repulsive force onto the PM, altering the damping coefficient c in equation (2.5). In the 

meantime, the PM motion also induces the back emf term kvi in equation (2.6). The free 

response method was used to identify the damping coefficient c. For this purpose, the system 

was setup as shown in Fig. 2.1, an impact was applied to the PM and the free response was 

recorded. The recorded displacement, truncated at its first peak, can be considered a response 

induced by an initial displacement z(O) given by 

(2.12) 

where OJ
11 

= )k/m is the undamped natural frequency and c;; = cj(2mOJ11 ) is the damping ratio. 

Figure 2.6 shows typical responses ofthe PM, where the EMs are of Set two, and D the gap 

distance. By using z(O) from the measured response and assigning trial values for OJ" and t; , a 

response can be computed from equation (2.12). The root-mean-squared (RMS) error between 
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the experimental response and the computed response is found. A nonlinear optimization process 

was implemented to estimate the optimum values for wn and c; such that the RMS error is 

minimized. The Sequential Simplex method was utilized for this process. Table 2.1 lists the best 

estimated values for the damping coefficients. It is noted that with a decrease in the gap distance, 

the added damping increases. Physically this makes sense as with a decrease in gap distance the 

magnetic flux density from the PM in larger creating more eddy currents. 

Table 2.1. Estimated damping coefficients 

D(mm) c (kg/s ), Set one c (kg/s), Set two 

100 0.28 0.31 

90 0.62 0.48 

80 0.77 0.63 

(a) 

0 0.2 0.4 0.6 0.8 1 1.2 1.4 1.6 1.8 
E' 
5 2.5 (b) 
"E 
Q) 

E 0 
Q) 
(.) 
ro n. -2.5 
(f) 

0 0 0.2 0.4 0.6 0.8 1.2 1.4 1.6 1.8 

2.5 (c) 

0 

-2.5 
0 0.2 0.4 0.6 0.8 1 1.2 1.4 1.6 1.8 

Time (s) 

Figure 2.6. Typical responses ofthe PM, Set two, (a) D = 100 mm, (b) D = 90 mm, (c) D = 80 

mm 
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Subsequently, the back emf proportional constant kv was determined experimentally. 

The apparatus was setup as in Fig. 2.1 and the actuator circuit loop was closed. A sinusoidal 

excitation was generated to force the base ofthe apparatus into sinusoidal motion. The PM 

motion induced a current in the closed circuit. The current was measured directly. Figure 2.7 

shows typical induced currents. From equation (2.6), the voltage due to back emf was found by 

With the measured amplitude Z of the PM displacement and the known frequency OJ, the 

proportional constant kv can be found by 

k = vemf 

v 20JZ 

(2.13) 

(2.14) 

Table 2.2 lists the estimated values for kv for both Set one and Set two with three different gap 

distances. It is noted that with a decrease in the gap distance, the back emf effect increases. This 

again is attributed to an increase in magnetic flux density with a decrease in gap distance. 

0.05 (a) 

0.5 1 1.5 2 2.5 3 3.5 4 4.5 5 
~ 
c 0.05 
(j) ._ ._ 
::J 0 (.) 

"0 
(j) 
(.) 

-B -0.05 
..5 0 0.5 1 1.5 2 2.5 3 3.5 4 4.5 5 

0.05 (c) 

0 

-0.05 
0 0.5 1 1.5 2 2.5 3 3.5 4 4.5 5 

Time (s) 

Figure 2.7. Induced currents, OJ = 120 rad/s, Set two: (a) D = 100 mm, (b) D = 90 mm, (c) D = 80 

mm 
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Table 2.2. Estimated constants for the back emf term 

D(mm) kv (vs/m) (Set one) kv (vs/m) (Set two) 

100 0.85 0.53 

90 1.28 0.69 

80 1.77 1.09 

2.2.3 Dynamic Force Identification 

The actuating force model derived in Appendix A was based on the interacting force 

between a PM and an EM from static experiments for which constant currents were used [21, 24]. 

It is expected that this model may not accurately represent an actuating force induced by 

alternating currents [25]. In order to gain a better understanding of the actuating force, a dynamic 

force identification was conducted. One method to obtain the dynamic force is via state 

measurement directly from experiment. Subsequently, the force produced can be estimated by 

directly using the states in the dynamic model. To reduce the nonlinearity effect, the nonlinear 

beam was replaced by a cantilever beam which remained mostly linear within the experimental 

setup. The governing equation ofthis setup is given by 

(2.15) 

where mb = 0.14 kg, cb = 0.572 kg/s, and kb = 2800 N/m are the mass, damping coefficient and 

stiffness respectively. With the apparatus base firmly fixed, a sinusoidal current i(t) = 10 sin( cot) 

was applied to the actuator and the steady-state displacement ofthe mass was measured. 

Assuming that F(t) =Fa sin( cot), the steady-state response of the mass is given by 

(2.16) 

or 

(2.17) 
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where co,= )kb/m6 , s = cbj(2m&OJJ and jZ(Jco)j is the steady state displacement. From 

equation (2.17), the amplitude of the dynamic force , F0 ,can be evaluated. Various experiments 

were conducted for which currents with various amplitudes and frequencies were applied and the 

steady-state responses of the mass were measured for each of the actuator sets. 

Figures 2.8 and 2.9 show the dynamic force amplitudes generated by actuator Set one and 

actuator Set two, respectively. Three observations can be made. First, the proportionality of the 

force amplitude vs. the current amplitude exists only when the current amplitude is small. 

Second, the force amplitude is a function ofthe exciting frequency; the higher the exciting 

frequency, the smaller the force amplitude. And finally, for the same current amplitude, actuator 

Set one can generate greater force amplitude than actuator Set two. 

According to the simplified force model, the actuating force is proportional to the current 

with the proportional constant given by r = b1b3 / q; where q2 = (D-h)/2+b2 . The effect of the 

gap distance on the dynamic force amplitude was investigated as well. Figure 2.10 compares the 

dynamic force amplitudes for actuator Set one with three different gap distances. The results 

indicate that the greater the gap distance, the smaller the dynamic force amplitude. A similar 

trend was also observed using Set two. 
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Current magnitude (A) 

Figure 2.8. Dynamic force amplitudes for Set one for various frequencies, D = 100 mm, OJ= 30 

rad/s (solid line), m = 60 rad/s (dashed line), m = 80 rad/s (dotted line), m = 100 rad/s (dash-dot 

line). 
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Figure 2. 9. Dynamic force for Set two for various frequencies, D = 100 mm, m = 30 rad/s (solid 

line), m = 60 rad/s (dashed line), m = 80 rad/s (dotted line), m = 100 rad/s (dash-dot line). 
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Figure 2.10. Dynamic force amplitudes, m =80 rad/s, Set one: D = 100 mm (dotted line), D = 90 

mm (dashed line), D = 80 mm (solid line). 
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CHAPTER 3 - PHASE COMPENSATION 
TECHNIQUE WITH AUTOMATIC 

ON/OFF SWITCHING 
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Now that the proposed active vibration isolator has been modeled and characterized, its 

performance with a phase compensation technique is investigated. Section 3.1 provides a review 

of related research. Section 3.2 outlines the stability and control design ofthe active vibration 

isolator with the phase compensation technique. Section 3.3 presents a real-time implementation 

of the controllers developed and discusses attained results. Subsequently, the conclusions for this 

chapter are drawn in section 3.4. 

3.1. Introduction 
The isolator modeled in chapter 2 was used for semi-active isolation in [21]. This chapter will 

further develop the system and demonstrates one possible method in which it can be realized as 

an active isolator [26, 27]. Toward this end, a stability study is conducted to show that a simple 

negative proportional feedback control is not acceptable. This is thought to be mainly due to the 

problem of inherent delays caused by the dynamics of the electromagnetic actuator. Three 

controller parameters are identified. An optimization problem is formulated to determine the 

optimum controller parameters by minimizing the 2nd norm of the displacement transmissibility. 

Both a absolute position feedback and a relative position feedback are studied. In real time 

implementation, the best displacement transmissibility of the isolator is measured. An automatic 

on/off switching strategy is devised to take full advantage of both the active isolator and passive 

isolator. The experimental results show that with the proposed control scheme, the isolator is able 

to effectively suppress base excitations. It is noted that, compensating inherent lags have been the 

focus of much research. A few notable studies are [28-31]. A phase-lead compensation technique 

is utilized to improve the stability ofthe closed-loop system [32-35]. 

3.2. Stability Analysis and Control Design 
The notion for the stability analysis arises from the knowledge that the system under 

consideration possesses some unique attributes that make active control challenging. Moreover, 

the main idea behind a linear stability analysis of such a system is that the dynamics of the 

nonlinear system near a hyperbolic equilibrium point can be determined from a linearization 

about that equilibrium point. For the stability analysis equations (2.5) and (2.6) are represented as 

mz+cz+kz=ria 

Lia +Ria+ 2kvz = 2ec 
(3.1) 
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with k = k, - k pc . 

It is important to note that all of the system parameters utilized in this model have come 

from the systematic characterization at D = 100 rnm. Table 3.1 lists the parametric values used in 

the stability analysis which resulted from the previous sections characterization. It should be 

noted that a value of 1 ohm is to be added to the resistance values shown in Table 3 .1. The 1 ohm 

resistance comes from the resistor connected in series with the actuator in order to collect current 

data. 

Table 3 .1. The parameter values used in the stability analysis 

Mechanical system 

m=O.l7 kg k=754Nim c = 0.283 kg/s 

Actuators 

Set one Set two 

r * (N/A) 4.23 2.46 

L(H) 0.65 0.16 

R (0.) 13 8.2 

kv (vs/m) 0.85 0.53 

* Values linearly interpolated to OJ == OJ n == 1 0. 6 Hz 

A proportional feedback is considered. In practice, there are two permissible ways to 

introduce a proportional feedback: absolute position feedback (APF) and relative position 

feedback (RPF) [36]. Although the latter is not as common as the former, it can be used in 

conjunction with another control sequence [37]. For the APF, the control voltage applied to the 

actuator is given by ec =-KPx whereas fortheRPF, ec =-KPz where KP is the feedback gain. 

For both the APF and the RPF, the characteristic equation ofthe closed-loop system is given by 

3 ( R c ) 2 ( Rc k 2 y kv ) kR 2 Y K P s + -+- s + -+-+-- s+-+--=0 
L m mL m mL mL mL 

(3.2) 

where s is a complex number. 
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Figure 3.1. Root loci ofthe closed-loop system with the proportional control and actuator Set one 

The root loci of equation (3.2), in conjunction with the values ofTable 3.1 (Set one) can 

be seen in Figure 3 .1. It is evident that the system starts out marginally stable for a low gain, and 

then the system quickly becomes unstable as the gain increases. The characteristics of the root 

loci are very similar for both actuator sets; the only noticeable differences are the crossing gains. 

The crossing gain is the proportional gain at which the root loci cross the imaginary axis from the 

left-hand plane to the right-hand plane. The actuator of Set one possesses a slightly larger 

crossing gain than the actuator of Set two. From this analysis the simple proportional control is 

deemed unsatisfactory. 

3.2.1 Phase Compensation Technique -Absolute Position Feedback (APF) 

It is thought that the inherent instability ofthe closed-loop system observed above is 

mainly due to the phase lag caused by the dynamics of the actuator. One of the common solutions 

to the problem is to incorporate a phase compensator [32, 34]. This approach is investigated in 

this section. The objective is to design a phase-lead compensator so that the stability of the 

overall closed-loop system is improved. A phase-lead compensation network is shown in Figure 

3.2. The transfer function ofthe network is given by 
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G (s)= s+IIT 
c s +II( aT) 

(3.3) 

where a= R2 I (R1 + R2 ) and T = R1C1. Figure 3.3 shows the block diagram for the closed-loop 

system that incorporates the phase compensator with an absolute position feedback. 

~----------~-~ 

Figure 3.2. The analogue equivalent phase-lead compensation network 
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Gc(s) ~ 
~ 

Compensator 

Figure 3.3. Block diagram of the APF with the phase compensation 

The displacement transmissibilty is given by 

TR(w) = X(w) = cLs2 +(cR+kL+2ykJs+kR 
Y(cv) mLs3 +(mR+cL)s 2 +(cR+kL+2ykJs+kR+2yKpGc(s) s~J'v 

(3.4) 
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where X( co) is the amplitude of the steady-state response of the mass and Y(ro) is the amplitude 

of the harmornic base excitation. There are three parameters to be determined: T, a, and K . p 

An optimization problem is therefore formulated in order to find the best parameter values. The 

optimum parameter values are chosen so as to minimize the following objective function: 

f = JJTR(co)ll
2 

in the frequency range 0:::; OJ:::; OJu 

where 11•112 denotes the second norm and OJu is a prescribed upper bound for the frequency of 

interest. The optimization is subjected to the following constraints: 

1. the poles of the characteristic equation of the closed-loop system must lie on the left-hand 

side of the complex plane or the closed-loop system must be stable. 

where T;, a1 , KP, and ~', au, KP" are the lower bounds and the upper bounds of the 

parameters, respectively. The sequential simplex algorithm was used in the numerical solution. 

The frequency upper bound was prescibed to be mu = 200 rad/s and the parameter bounds 

were T; =0.025,a1 =5xl0-5 , Kpt =7000 and~ =10, au =5xl0-3 . Fortheupperboundof 

the feedback gain, three values were perscribed and they are given in Table 3.2. Numerous 

computations were conducted. Table 3.2 lists the parameters of the three optimum controllers for 

both of the actuator sets. Figures 3.4 and 3.5 compare the TRs obtained by the optimum 

controllers with the TR obtained by the passive isolator. Several observations can be drawn: 

1. The active control greatly improves TR in the lower frequency region and suppresses TR at 

the resonance frequency ofthe original system. 

2. Around the resonance freuquency of the closed-loop system, TR with control is greater than 

that without control, which means that, in such a frequency range, the passive isolator 

outperforms the active one. 

3. The optimum feedback gain K always converges to the prescribed upper bound, which p 

indicates that the higher the feedback gain, the smaller the resulting objective function. 
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4. With a significantly larger upper bound for the gain, the TRs for actuator Set one are less 

favourable than those obatined with actuator Set two. Around the resonant frequency of the 

closed-loop system, the TRs with actuator Set one are much greater than those with actuator 

Set two. 

Table 3.2. The parameters of the optimum controllers with the APF 

Actuator Set one 

Controller One 

Controller two 

Controller three 

Actuator Set two 

Controller One 

Controller two 

Controller three 

0::: 
1-

Kpu 

50000 

150000 

300000 

50000 

100000 

150000 

--\ ·~· ....... ~ .... -... ._ ___ ,. _____ .. -~ ........... --
,/ ,, 

K* p 

4.9998 X 104 

1.4886 X 105 

2.9869x105 

4.9962x104 

9.9998xl04 

1.4999xl05 

' / 

\ · .. , . 
·~ ···.. ·····'" ___ .~_..,.,...,•"" '·.... .... . ............ ~ - -

........ . ........ ,..,- .,. . ... ... ,_,_ - - .. - ....... -

y* • a 

6.5589 1.6688 x 1 o·4 

6.2335 1.1450 x10-4 

6.0172 8.7744xlo-s 

3.8356 3.8412x10-4 

2.3963 4.5600 x 1 o·4 

1.9772 4.6512x10-4 

1 o·' l___..L_ _ __l_ _ ___j __ _j__ _ _j_ _ _J. __ ..J.__.,-'-_-,-'--=-------:-' 

0 20 40 60 80 100 120 140 160 180 200 
Base excitation frequency (rad/s) 

Figure 3.4. Comparison ofthe TRs (actuator Set one, APF): the passive isolator (solid); controller 

one (dashed), controller two (dotted), controller three (dash-dotted). 
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Figure 3.5. Comparison ofthe TRs, (actuator Set two, APF): the passive isolator (solid); 

controller one (dashed), controller two (dotted), controller three (dash-dotted). 

Figures 3.6 and 3.7 illustrate the root loci ofthe closed-loop systems with the optimum 

controllers and actuator Set one and Set two, respectively. In the figures the asterisks designate 

the points that correspond to the optimal gains. It is seen that each case is asymptotically stable 

for the optimum gains. The effect ofthe increased upper bound on KP can also be observed. As 

the upper bound on K P increases, the effect that the compensator has on the systems character is 

more drastic, effectively pulling the roots further away from the imaginary axis. 
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3.2.2 Phase Compensation Technique -Relative Position Feedback (RPF) 
For the RPF, the displacement transmissibility is given by 

X(cv) cLs2 +(cR +kL +2rkJs +kR +2rKpGc(s) 
TR(cv) = -- = 1-----::----------:o----------"-_::_---

Y(cv) mLs3 +(mR+cL)s2 +(cR+kL+2rkJs+kR+2rKpGc(s) 
S=j(V 

(3.5) 

In the same manner as Section 3.2.1 the controller parameters were obtained by optimizing the 

2nd norm ofthe transmissibility in the base excitation frequency region from 0 to 200 rad/s. 

Numerical studies were conducted. It was found that increasing the upper bound on the 

gain did not have a significant effect on the results. Only when the upper bound was increased 

drastically did the results see a noticeable change. Thus, the upper bound for the gain was set at a 

constant value of5 x 104 for both of the actuator sets. Table 3.3 lists the parameters of the 

optimum controllers for actuator Set one and Set two, respectively. Figure 3.8 shows two typical 

results. Notable differences between the APF and the RPF can be observed. Firstly, in a general 

sense the APF performs better than the RPF. Both the APF and the RPF are able to isolate 

vibration at frequencies close to the natural frequency of the open-loop system, but the APF 

results in T R < 1 for the low to middle frequency range, whereas the RPF does not provide such 

results. Secondly, the natural frequency ofthe closed-loop system with the RPF is lower than that 

with the APF. Finally, for both the APF and the RPF, actuator Set two outperformed actuator Set 

one. 

Table 3.3. The parameters ofthe optimum controllers with the RPF 

Actuator Set one Kpu K* r· * 
p a 

Controller One 50000 4.9997 X 104 9.0527 6.1227 x w-s 
Actuator Set two 

Controller One 50000 4.9994 X 104 5.4497 8.8062x1o-s 
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Figure 3.8. Comparison ofthe TRs with the RPF: passive isolator (solid); actuator Set one 

(dashed); actuator Set two (dotted). 

3.3. Real Time Implementation 
An experimental study was conducted in order to examine the effectiveness of the 

proposed control strategy for the active vibration isolator. Both actuator sets were tested with a 

gap distance of D = 100 mm. The experiments included two parts. The first involved finding the 

best displacement transmissibility for each of the actuator sets. This was done by subjecting the 

base to a sinusoidal excitation and measuring the steady-state responses ofboth the mass and 

base. The second part was to develop an automatic on/off control such that the control system is 

capable of deciding whether the active control is needed. A personal computer equipped with a 

data acquisition (DAQ) board ( dSpace 11 04) was used to collect signals and to generate control 

inputs. Simulink was used in conjunction with dSpace Control Desk software in order to 

implement the control. A sampling frequency of 1000 Hz was used in the real time 

implementation. Only the results using the APF are presented. 

Figure 3.9 shows a Simulink model used in the first part ofthe experimental study. A 

laser position sensor (Wenglor, CP24MHT80) was used to measure the absolute displacement of 
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the mass through ADC_ C5 (analog-to-digital conversion). The signal was subtracted from a set 

point which was the equilibrium position of the mass. The position difference was fed into the 

phase compensator. The output of the phase compensator was multiplied by the gain before being 

sent to DAC_C5 (digital-to-analog conversion), with DAC_C5 being the channel connected 

directly to the power amplifier (Quanser, UPM-2405) that drives the actuator. A manual switch 

was used to control whether to activate the active control. Two accelerometers (Bruel & Kjrer, 

4393V), one placed on the mass and one on the base were used to measure the acceleration 

signals. The acceleration of the base was acquired through ADC _ C8 while the acceleration of the 

mass through ADC_C7. Both signals were fed to a low-pass filter with a cut-offfrequency of 

23.87 Hz or 150 rad/s. An S-function "buffer" was used to collect a group of2048 samples. Next, 

an S-function "RMS" was used to compute the RMS value of the 2048 samples. The 

displacement transmissibility was computed by dividing the RMS value of the mass acceleration 

signals by the RMS value of the base acceleration signals. This could be computed online or 

offline. Finally, a sinusoidal signal generated by a sin function generator was fed to DAC_ Cl. 

The output signal from DAC_ Cl was fed into a power amplifier (Bruel & Kjrer, 2706) to drive a 

shaker (Bruel & Kjrer, 4809) that was used to excite the base. 

To EMs 

RMS 

081104 ADC_C8 ZOH ZOH Sample Time Conv 

xdd 

ZOH Sample Time Conv 

To Base Exciter 

Figure 3.9. Simulink real time model for measuring TR. 
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Figures 3.1 0 and 3 .11 show the results with actuator Set one while Figures. 3.12 and 3 .13 

give the results with actuator Set two. On the other hand, Figures 3.10 and 3.12 compare the 

responses without control and with control, and Figures 3.11 and 3.13 compare three TRs under 

different conditions. In the figures, the experimental TR was the best performance achieved by 

the isolator either in the active mode or in the passive mode. The frequency corresponding to the 

peak in the experimental TR is referred to as the switching frequency in this study. When the 

exciting frequency was below the switching frequency, the isolator was in its active mode; 

otherwise the isolator was in its passive mode. The results show that the active control was able 

to significantly suppress the base excitation, and actuator Set two outperforms actuator Set one. 

5,----,----,----,----,----,----,----,----,----.----~ 

-~L---0~.5----1L---~1.-5--~2----2.~5--~3--~3.~5--~4----4~.5--~5 

Time (s) 

Figure 3.10. Response of the mass to a sinusoidal base excitation ( {J) = 75 rad/s): without control 

(dotted); with control by actuator Set one (solid). 
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Figure 3.11. Comparison of TRs: analytical TR for the passive isolator (solid); analytical TR with 

control (dashed); best experimental TR (dotted). 
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Figure 3.12. Response of the mass to a sinusoidal base excitation (OJ= 75 rad/s): without control 

(dotted); with control by actuator Set two (solid). 
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Figure 3.13. Comparison of TRs: analytical TR for the passive isolator (solid); analytical TR with 

control (dashed); best experimental TR (dotted). 
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The need for an automatic switch control arises from the fact that the active isolator 

performs better than the passive isolator only in a low to mid-frequency range. This requires that 

the control system be able to activate the active control only when it is needed. Figure 3.14 shows 

a Simulink model that implements an automatic on/off control. 

To EMs 

DAC 

DS1104 DAC_C5 

Displacement 

ADC 

DS1104AOC_C5 buffer FFT 

ZOH ZOH 
Sample Time Conv 

_/~-------~ 
Ramp To Base Exciter 

Sample Time Conv 

DAC 

Pvf--------- OS1104 DAC_C1 

Sine Wave 

Figure 3.14. Simulink real time model for automatic on/off control 

For the implementation of the automatic on/off control, the displacement signal from 

ADC _ CS was utilized both to generate a control effort and to determine whether to activate the 

control effort. The fast Fourier transform (FFT) was used to determine the dominant frequencies 

in the displacement response from a collected 2048 samples. To do so, a group of2048 samples 

was collected with an S-function named "buffer", and they were then sent to an S-function named 

"FFT". The output ofthis S-function was the two frequencies corresponding to the first two 

highest peaks in the FFT spectrum, the primary and secondary frequencies. These two 

frequencies were then sent to an embedded function named "ON/OFF _decision" where a 

decision was made in regard to which of the dominant frequencies was the excitation frequency. 

In most cases, the primary dominant frequency corresponded to the excitation frequency. 

However, there is a case in which the secondary dominant frequency is the actual excitation 

frequency. This happens when the response is dominated by a transient. A transient occurs 
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whenever the operating condition alters. For instance, a transient response is induced when the 

exciting frequency varies or when the system switches between the active mode and the passive 

modes. It was observed that only when the frequency of the transient was very close to the 

natural frequency of the passive isolator, the transient became dominant. Therefore, in 

"ON/OFF _decsion", the primary and secondary frequencies were compared to the predetermined 

natural frequency. In general, if the difference between the primary frequency and the natural 

frequency of the passive isolator was within the prescribed bound, the secondary frequency was 

taken as the exciting frequency. Once the excitation frequency was determined, the following 

rules were applied. If the excitation frequency was less than or equal to the switching frequency, 

the active control strategy was activated, or kept on if it was already on. If the excitation 

frequency was greater than the switching frequency, the active control strategy was switched off, 

or kept off if it was already off In this manner, the excitation frequency was updated and 

compared with the switching frequency about every 2 seconds. In the following, only the results 

with actuator Set two and the APF were presented. The switching frequency is 82 rad/s as can be 

seen in Fig. 3.13. 
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Figure 3.15. Experimental results, multi-step change: (a) response of the mass without control 

(dashed line), with control (solid line); (b) base excitation frequency (solid line), measured 

primary frequency (dotted line), measured secondary frequency (dashed line); (c) current ofthe 

actuator. 

In order to illustrate the effectiveness of the on/off switching control in dealing with 

variable exciting frequencies, two testing scenarios were devised. The first scenario consisted of a 

multi-step change in the excitation frequency, and the second involved of a linear ramped up 

change in the excitation frequency. The experimental results for the first scenario can be seen in 

Figure 3.15. The step changes were as follows. For 0 ~ t < 10 seconds the excitation frequency 

was 60 rad/s. At t = 10 seconds, the excitation frequency was changed to 70 rads/s. Then at t = 20 

seconds the excitation frequency was changed to 85 rad/s which was followed by a final change 

at t = 35 seconds to a frequency of 60 rad/s. Without control, the response of the mass increased 

with time and reached maximum amplitude when the excitation frequency was close to the 

resonant frequency. After the exciting frequency surpassed the resonant frequency, the response 

started to decrease. With control, the response of the mass was kept at a low magnitude. Also, at 

about 23 seconds the automatic switch recognized the need to switch off the active control effort, 
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resulting in a response similar to that of the passive isolator. It also recognized the need to switch 

the active controller back on just before 40 seconds. 

For the linear ramp up scenario, the excitation frequency was linearly varied from 20 rad/s 

to 120 rad/s between 0 and 50 seconds. The results for this scenario are given in Figure 3.16. It is 

seen that, without control the system response increased drastically through resonance and then 

dropped subsequent to resonance. With the proposed control action the system responded with 

minimal vibration through the entire frequency range. The automatic on/off switch control was 

successful in switching off the control when the frequency of excitation reached the switching 

frequency. It was also successful in recognizing the transient that the system exhibited when the 

control was switched off. This can be observed at around 35 seconds in Figure 3.16 where the 

secondary frequency was correctly chosen as the excitation frequency. 
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Figure 3 .16. Experimental results, linear ramp change: (a) response of the mass without control 

(dashed line), with control (solid line); (b) base excitation frequency (solid line), measured 

primary frequency (dotted line), measured secondary frequency (dashed line); (c) current ofthe 

actuator. 
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3.4. Conclusions 
In this chapter, a phase compensation technique for the proposed active vibration isolator 

has been developed. The linearized dynamic models for both the mechanical system and the 

actuator have been utilized along with the system characterization from chapter 2. The stability 

study has shown that the proportional feedback has a narrow stability margin due to the inherent 

dynamics of the actuators. A phase-lead compensator has been employed to improve the stability 

of the closed-loop system. An optimization problem has been formulated to determine the 

optimum parameters for the controllers by minimizing the second norm of the displacement 

transmissibility. Both the absolute position feedback and relative position feedback have been 

considered. The optimization results have shown that with the optimum controller and the 

absolute position feedback, the active vibration absorber can effectively isolate base excitation in 

a low to middle frequency range. An experimental study has been conducted. The best 

displacement transmissibility of the isolator has been determined experimentally. An on/off 

switch control strategy has been devised to take full advantage ofboth the passive isolator and 

active isolator. The testing results have demonstrated the effectiveness of the on/off switching 

control. 
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CHAPTER 4 - TIME DELAYED 

POSITION FEEDBACK CONTROL 
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This chapter investigates another technique to effectively utilize the proposed active 

vibration isolator, namely, the notion of a delayed feedback controller for active vibration 

isolation. Section 4.1 provides a review of related research. It also outlines some main findings. 

In section 4.2 a direct position feedback for both negative and positive gains are investigated. 

Section 4.3 deals with the idea of purposefully injected delays and analyzes perturbations in 

stability and variations in system character. Subsequently, section 4.4 investigates the design of a 

delayed feedback strictly for active isolation. Finally, the experimental implementation and 

performance character of the controllers developed are discussed, and the conclusions drawn. 

4.1. Introduction 
Time delays in active control systems are caused by a number of factors. For example, the 

sensing and computing methodologies which involve filtering data, calculating control signals, 

and applying these control signals through actuators, all of which take time to complete. The 

causes oftime delays can be grouped into two categories, hardware and software sources [32]. 

This time delay, also referred to as a phase lag, historically was regarded as detrimental and 

thought to have only a negative effect on the control system. Methods for compensating this time 

delay have been investigated by many researchers [38-39]. In general, they attempt to 

compensate for the delays by incorporating a phase lag compensator or by including the actuator 

dynamics in control design. In fact, chapter 3 examined a phase compensation scheme. In such 

methods, that intend to alleviate the delay, the time delay is considered relatively small compared 

to the fundamental period of vibration. However, in complex systems, or simply those that have a 

relatively high natural vibration frequency, the time delays can encompass a significant portion of 

the period of natural vibration. In this regime, a compensation method may not always suffice. 

It has been known for some time that an intentional introduction of time delays into the 

feedback loop of the control algorithm can in fact enhance stability and performance. Some 

notable studies in this area and related areas can be found in [ 40-48]. More particularly relevant 

to this study are the recent studies conducted in [ 45-48] where delayed feedback signals were 

used for the active suppression of vibrations in structures. In a slightly different context, time 

delays have been used to design active vibration absorbers, namely the delayed resonator [ 49,50]. 

Also, in [51] it is shown that the delayed resonator is equivalent to a PD controller. Most of these 

studies focused on negative delayed feedback control. In [ 4 7], time delayed positive velocity 
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feedback was proposed to control vibration of a single degree-of-freedom (DOF) system. The 

study showed that the introduction of a suitable time delay not only made the system stable, but 

also improved the performance compared to time delayed negative velocity feedback. In [ 48], 

time delayed positive position feedback was applied to active base isolation. Using a SDOF 

system as an example, the study demonstrated that the proposed control was superior to direct 

negative proportional feedback terms of stability, structural response, and control effort. 

Chapter 4 therefore explores how to employ time delayed proportional feedback control for 

the proposed active isolator [52]. Absolute position feedback as well as a relative position 

feedback are considered for both a direct feedback and a delayed feedback. In the meantime, 

direct feedback (negative and positive), and delayed feedbacks are investigated. The research in 

this chapter differs from previously published research in three aspects. First, the system under 

current investigation possesses a coupled dynamics arising from a mechanical system and an 

actuator system. Thus different from [ 4 7, 48] effects of the inherent time delay caused by the 

actuator is dealt with. An interesting finding is that for base isolation, some degree oftime delay 

inherent in hardware is beneficial when a direct positive position feedback is used. Second the 

present study proposed an optimum design procedure for delayed feedback controllers. Various 

optimum controllers were found and their performances were compared. Finally, analytical and 

numerical results are validated experimentally. 

4.2. Direct Position Feedback Control 

First the direct position feedback stability issue is revisited. A direct negative stability 

analysis was first conducted in Section 3.2 ofthis thesis. These results are now amalgamated with 

this section and a more detailed analysis is presented. Both negative position feedback (NPF) 

and positive position feedback (PPF) are now considered. The characteristic equation (3.2) 

governs the stability ofthe system. Figure 4.1 shows the root loci for both the NPF and the PPF. 

In the case of the NPF, an increase in K P causes a pair of complex conjugate poles to move from 

the left-hand plane (LHP) to the right-hand plane (RHP), whereas in the case of the PPF, an 
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increase in KP causes the real pole to move from the LHP towards the RHP eventually crossing 

the imaginary axis. 
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Figure 4.1. Root loci ofthe closed-loop system, Set two: NPF (solid line); PPF (dashed line). 

In this study, the minimum gain at which the root locus or loci cross the imaginary axis is 

referred to as the crossing gain. For a realistic system, the roots of equation (3.2) consists of one 

real number denoted as fi and a pair of complex conjugates denoted as r which can be expressed 

as 

where (J)n and c; are referred to as the equivalent natural frequency and damping ratio, 

respectively. In Appendix B, it is shown that the crossing gains for the NPF and the PPF are 

given by 

A 1 (( Rc k 2 r kv ) ( R c ) J Kp =- -+-+-- -+- mL-kR 
2r mL m mL L m 
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and 

A kR 
Kp=--

2y 
(4.3) 

respectively. For example, using the system parameters for Set one, it is found that for the NPF, 
A A 

Kp = 127.06 and for the PPF, Kp = -1247.90. For Set two, the two crossing gains are 
A A 

Kp = 103.21 (NPF), andKp = -1410.08(PPF). It is noted that the gain magnitude for the PPF is 

much higher than that for the NPF. This indicates that the NPF is not acceptable as its permissible 

gain is low, which results in an insufficient control effort. 

Next the transmissibility ratio (TR) is considered. The TR for the APF is given by 

TR(co)= X(co) = cLs 2 +(cR+kL+2ykJs+kR 
Y(co) mLs3 + (mR +cL)s 2 + (cR + kL + 2ykJs + kR + 2yKP s=;ro 

(4.4) 

whereas the TR for the RPF is given by 

TR(co) = X(co) = cLs2 +(cR+kL+2ykJs+kR+2yKP 
Y(co) mLs3 + (mR + cL)s 2 +(cR + kL + 2ykJs + kR + 2yKP s=Jro. 

(4.5) 

where X(cv) is the amplitude ofthe steady-state response ofthe mass and Y(co) is the amplitude 

of a harmonic base excitation. Figures 4.2 and 4.3 compare the TR ofthe open-loop system and 

the IRs with the APF and with the RPF, respectively. For brevity, only the transmissibility ratios 

associated with Set two are shown. The IRs with control were generated using Kp = 16.0 for the 

NPF and Kp = -1384.8 for the PPF. These gains were determined such that the poles are located 

in the LHP and away from the imaginary axis at a stability margin of 1.0. In this study, the 

stability margin is defined as the minimum distance between the poles and the imaginary axis. 

Figure 4.2 shows that in the case ofthe APF, the NPF degrades the TR while the PPF produces a 

satisfactory TR in the resonance region and a poor TR in the lower frequency range. Figure 4.3 

shows that in the case of the RPF, the PPF yields a highly desirable TR while the NPF worsens 

the TR. The distinguishable feature between the NPF and the PPF can be explained by the effect 

ofthe feedback on the equivalent natural frequency and damping ratio. As shown in Figure 4.1, 
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in the PPF case, an increase of K P decreases the equivalent natural frequency and increases the 

equivalent damping ratio, which lowers the TR overall. On the other hand, in the NPF case, an 

increase of Kp produces the opposite effect, which causes an increase of the TR around 

resonance. 
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'•, .. •, 
···.,'f .... ~ .. 
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. . ~ ... ' .. 
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'J ~ •• 
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Frequency (radis) 

Figure 4.2. Comparison ofthe TRs: open-loop (solid line); negative APF (dashed line); positive 

APF (dotted line). 
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Figure 4.3. Comparison ofthe TRs: open-loop (solid line); negative RPF (dashed line); positive 

RPF (dotted line); positive RPF by neglecting the actuator dynamics (dash-dotted line). 

Figure 4.3 also shows the TR of the closed-loop system without considering the actuator 

dynamics. Such a system is referred to as the fundamental system defined by 

.. . kz 2y .. mz+cz+ =- e -my R c 
(4.6) 

It can be seen that when the positive RPF is applied to the fundamental system, the TR at the low 

frequency region is amplified greatly, which is deemed unsatisfactory. The different performance 

between the fundamental system and the actual system deserves a further investigation. The 

dynamics of the actuator is mainly characterized by the time constant defined as ~ = L/ R. Note 

that ~ = 0.0174 seconds for the given actuator Set two. The time constant is normalized by 

r;, = ~/T (4.7) 
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where T = 2tr/ ~ is the natural period of the fundamental system. To examine the effect of 

the time constant on the PPF, the time constant was varied by keeping the resistance constant and 

changing the inductance. Figure 4.4 shows the root loci of the closed-loop system for four 

different normalized time constants. It can be seen that the magnitude of the time constant 

influences the progression of the complex conjugate poles. In general, as the time constant 

increases, the complex conjugate poles tend to move farther away from the real axis while the 

real pole shifts more towards the imaginary axis. When the time constant is zero or the system is 

fundamental, the feedback gain has no effect on the real part of the complex poles, or the poles 

move downward only. This indicates that when a PPF is employed, some degree of time delay 

caused by the actuator dynamics is beneficial as it assists to an enhancement of the damping level 

ofthe closed-loop system. 
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Figure 4.4. Root loci of the PPF closed-loop systems with different time constants: ~ = 0.05 

(dash-dotted line), ~ = 0.1 (dashed line), ~ = 0.2 (dotted line), Tn = 0.5 (solid line). 
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4.3. Delayed Position Feedback Control 
The previous section has shown that the negative direct position feedback is 

unsatisfactory while a positive direct position feedback can produce a very desirable result if the 

relative position signal is used, but an unacceptable result if the absolute position signal is used. 

In this section a time delayed position feedback is considered. The main purpose of the study is to 

determine the degree of performance improvement a delayed position feedback can achieve and 

what limitations it has when used in conjunction with the proposed system. Figure 4.5 shows a 

block diagram of the control loop. Consequently, the control efforts are represented by 

ec = -Kpx(t-r) and ec = -KPz(t-r) for the APF and the RPF, respectively. The characteristic 

equation of the closed-loop system for both the APF and RPF is now 

(4.8) 

which is transcendental, complicating its analysis. 

Figure 4.5. Block diagram ofDFC control 

A concern for a delayed feedback is the stability ofthe closed-loop system. The stability 

boundaries can be determined by the condition for which a root crosses the imaginary axis, 

indicative of movement from stability to instability, or from instability to stability. A bifurcation 

point is the critical value of a parameter that triggers a sudden or 'catastrophic' change in the 

response [5]. The gain and delay corresponding to a bifurcation point can be determined by 

substituting s = jOJ in equation ( 4.8) or 
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-mLo} j -( mR + cL )co2 +( cR + kL+ 2ykv) jm+ kR + 2yKpe-iJro = 0 

where Kp and i are the crossing gain and delay respectively. Using Euler's identity and 

separating the imaginary and real parts of equation ( 4.9) yields 

( 
2 ~ 

- mR + cL) OJ + kR + 2 y K P cos( fco) = 0 

-mLco3 + ( cR + kL + 2 y kv ) co - 2 y K P sin( ico) = 0 

Solving equations ( 4.1 0) and ( 4.11) result in 

r = - tan + mr for n = 1 2 3 .. · ~ 1 ( _1[-mLco
3 

+(cR+kL+2ykv)m] J 
co ( mR + cL) ai - kR ' ' ' 

(4.9) 

( 4.1 0) 

(4.11) 

(4.12) 

(4.13) 

Equations ( 4.12) and ( 4.13) represent all the possible gain-delay combinations that define the 

bifurcation lines except for the case when m = 0. For this case equation ( 4.1 0) yields the solution 

given by 

~ -kR 
Kp =-- Vr 

2y 
(4.14) 

Using equations ( 4.1 0), ( 4.11) and ( 4.12), the gain-delay stability chart can be obtained as shown 

in Figure 4.6 for Set one and Figure 4.7 for Set two. The shaded regions represent the gain-delay 

combinations that lead to asymptotically stable solutions, while the unshaded region represents 

the gain-delay combinations that lead to unstable solutions. The system is seen to undergo 

successive bifurcations as the gain and/or the delay are varied. Furthermore, as can be observed 

from the stability charts, generally, the larger the delay time the smaller the stability region 

becomes for either Set. 
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Figure 4.6. Gain-delay stability region, Set one 
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Figure 4.7. Gain-delay stability region, Set two 

It is desired to understand how the gain and delay affect the poles of the closed-loop 

system. Due to the fact that the characteristic equation is transcendental, it is not possible to 

determine the roots analytically. For this reason, a numerical approach is utilized. As employed in 

[51], for a given time delay, r, the exponential function in equation (4.8) can be approximated by 

a rational function using the Pade approximation. Consequently, the characteristic equation can 

be expressed in a polynomial form and its roots can be found with a root finding algorithm. The 

roots were computed by slowly varying the gain and delay and solving the characteristic 

equation, at each consecutive increment. In the Pade approximation an gth order polynomial was 

employed, thus adding eight additional roots to the characteristic equation to total eleven. 

Figure 4.8 shows the root loci ofthe closed-loop system with the NPF for 3 different 

values of the proportional gain while varying the delay, r , for Set one. Likewise, Figure 4.9 

shows the same root loci progression for Set two. Illustrated in both figures are the four roots that 
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are closest to the imaginary axis, two of which are system poles and two of which are non-system 

poles. A system pole is defined as the pole whose root locus originates from a pole of the open-

loop system [53]. In general, for any given constant gain the root loci progress to the right when 

the delay is increased. More importantly, as the gain is increased the root loci tend more towards 

the right at a faster pace, and can cross over to the RHP at a lesser value of time delay. The cases 

for the PPF are shown in Figures 4.10 and 4.11. Only the system poles are shown due to the fact 

that for the PPF case the non-system poles lie much further to the left or much further up the 

imaginary axis for both Sets. It is noted that the gain magnitude affects mainly the horizontal 

location of the poles when the delay is zero. The greater the gain magnitude, the further left the 

complex system poles are located and the further right the real system pole is. With an increase of 

the delay, the system poles moves towards the RHP. Comparing Set one with Set two, one can 

observe that for the NPF and PPF cases the root progression for the two Sets exhibited similar 

patterns. The only notable difference between the Sets was the fact that for Set two the 

magnitudes of the real part of the complex conjugate poles for the PPF case were larger than that 

of Set one. 
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0.1 second), Kp =500 (triangle), Kp =700 (square), Kp =900 (circle), system poles (solid), 

non-system poles (dashed) 
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Figure 4.11. Root loci of the closed-loop system with the PPF (Set two when r is increased from 

0 to 0.03 second) Kp = -300 (triangle); Kp = -600 (square); Kp = -900 (circle). 

The system poles consist of a pair of complex conjugates and a real number. Similar to 

the case of the direct position feedback, the equivalent natural frequency and damping ratio are 

defined based on the complex conjugate poles. It is informative to observe how the gain-delay 

combinations affect the variation of the equivalent natural frequency and damping ratio. For this 

purpose only results of Set two will be shown, although similar patterns exist for Set one. This 

can be observed for the NPF in Figure 4.12 where the equivalent natural frequencies as a function 

of the gain for four time delays are shown. It can be seen that, with an increase in the gain the 

equivalent natural frequencies increase when r = 0.06 and r = 0.07 second but decrease when 

r = 0.04 and r = 0.05 second. Figure 4.13 shows the cases for the PPF case. For a very small 

delay time, the equivalent natural frequency decreases first and increases after the gain magnitude 

reaches a certain value. When the delay is sufficiently large, the equivalent natural frequency 

increases with an increase in the gain magnitude. 
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Figure 4.12. Equivalent natural frequencies of the NPF closed-loop system, (Set two) r = 0.04 

(dashed-dotted line); r = 0.05 (dotted line); r = 0.06 (dashed); r = 0.07 (solid line). 
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The equivalent damping ratio can be used to measure the active damping introduced by 

the delayed feedback control. How the gain-delay combinations affect the active damping can be 

illustrated by superimposing the damping contours on the stability chart. This can be observed in 

Figures 4.14 and 4.15 for Set one and in Figures 4.16 and 4.17 for to Set two . Each of the 

contour levels within the stable region represents the gain-delay combinations that result in the 

same level of the equivalent damping ratio. The darkness ofthe shaded regions is used to indicate 

the level of the active damping: the darker the shaded region, the higher the active damping. 

Interestingly, for the NPF, there exists a preferred time delay that yields the largest damping 

ratio, indicated by the darker vertical region in Figures 4.14 and 4.16. This preferred time delays 

are about T = 0.044 seconds for Set one, and T = 0.053 seconds for Set two. These time delays 

are close to half of the natural period of the system T = 0.094 seconds. A close observation of 

pole progression indicates that when the time delay reaches this value, there is a sudden change in 

the direction under which the complex system poles progress. An example of this occurring can 

be seen in Figure 4.18. The non-system poles in the figure progress from left to right. The root 

progressions are shown for three different time delays while varying the gain from 0 to 500. The 

sudden flip in direction seen between the system poles and non-system poles occur at the 

preferred time delay. This can be observed in analyzing the progression of the roots for 

T = 0.0525 and forr = 0.053 in Figure 4.18. This phenomenon does not exist in the case of the 

PPF. As shown in Figures 4.15 and 4.17, for the PPF case the greater the gain magnitude and the 

smaller the time delay, the higher the active damping. In regards to the active damping 

tendencies, Sets one and two behave in a similar fashion for both NPF and PPF. 
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Figure 4.14 :Gain delay stability chart for the NPF, with damping contours, (Set one) Darker 

shade corresponds to higher active damping 

-200 

a. ::.:: 

-1000 

-1200 

"1400o 0.005 0.01 0.015 0.02 0.025 0.03 0.035 0.04 0.045 
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Figure 4.16: Gain-delay stability chart for the NPF, with damping contours, (Set two) Darker 
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Figure 4.18: Interaction of system poles with non-system poles, (Set two) r = 0.0535 (solid), 

r = 0.053 (dashed), r = 0.0525 (dotted) 

4.4. Controller Design for Active Isolation 
In this section the optimal delayed feedback controller design is investigated. The 

objective is to find optimum delay time and feedback gain so as to improve the performance of 

active isolation systems. To date, most existing studies dealing with time delay control mainly 

focus on active vibration suppression [32, 40-43], as opposed to vibration isolation. In this work 

it is shown that in the realm of active vibration isolation, the optimum delayed controllers have 

some unique characteristics. Both the APF and RPF are studied. For each case, both the NPF and 

the PPF are considered. The performance of a vibration isolator is commonly measured by the 

displacement transmissibility (TR). The TR for a delayed feedback with the APF is given by 

TR(OJ) = X(ro) = cLs2 + (cR + kL + 2ykJs + kR 
Y(ro) mLs3 + (mR + cL)s2 + (cR + kL + 2ykJs + kR + 2yKpe-rs s=Jm 

(4.15) 

whereas the TR for a delayed feedback with the RPF is given by 
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TR(m)= X(m) = cLs2 +(cR+kL+2ykJs+kR+2yKPe-rs . 
Y(m) mLs3 +(mR+cL)s2 +(cR+kL+2ykJs+kR+2yKPe-rs s=Jro 

( 4.16) 

where X(OJ) is the amplitude ofthe steady-state response ofthe mass and Y(m) is the amplitude 

ofthe harmornic base excitation. 

Typically, active isolation control intends to achieve two objectives: to minimize the TRs 

over a given frequency range and to minimize the largest TR. These two objectives can be 

combined as a single objective function defined by 

f = W 1 IITR( OJ )11 2 + w2 IITR( OJ )IL, in the frequency range 0 ~ OJ ~ (l)u 

where 11•112 denotes the second norm, 11•11"' denotes the infinity norm and OJ11 is a prescribed upper 

bound for the frequency of interest, w1 and w2 are weights used to impose different emphasis on 

each of the parts ofthe objective function. A constraint optimization can be formulated as 

follows: 

Minimizef(KP, r) over the frequency range 0 ~(I)~ (l)u 

subject to the following constraints, in a similar fashon to those in chapter 3 

1. the poles of the closed-loop system must be on the LHP and away from the imaginary 

axis by at least a specified stability margin (} , and 

where KP,, r 1 and KP", ru are the lower bounds and the upper bounds ofthe parameters, 

respectively. The frequency upper bound was prescibed to be OJu = 200 rad/s. The stability 

margin was set to be (} = -5. The weights were chosen to be w1 = 0.1 and w2 = 10 after many 

trials. This combination achieved a reasonable comprimize between minimizing the 2nd norm and 

the infinity norm. The sequential simplex algorithm was used in the numerical solution. An initial 

feasible simplex was randomly generated within the given parameter bounds. To ensure the 

convergence of the numerical optimization, solutions for each of the controller cases were 

repeated a number of times. 
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Controller 

APF 

RPF 

a::: 
1-

Table 4.1. Optimal results for the NPF controllers (Set one) 
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Figure 4.19. TRs (Set one): the open-loop system (solid line); the optimum APF (dotted line); the 

optimum RPF (dashed line). 

4.4.1. Negative Position Feedback (NPF) 

For the NPF, the parameter bounds were set to be K pi = 0, K pu = 5000, r 1 = 0, and 

Tu = 0.2, respectively. Table 4.1 lists the optimum parameters that were obtained repeatedly by a 

number ofthe solutions for Set one, while those of Set two are listed in Table 4.2. Figures 4.19 

and 4.20 compare the TR of the open-loop and the TRs of the closed-loop system with the 

optimum controllers for Set one and Set two respectively. Observing the results, one can firstly 

note that the gain-delay combinations lie in the first lobe on the positive K P side as seen in 
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Figures 4.6 and 4.7. That is, the delay is between the bounds 0.03 < T < 0.07 and the gain is 

below the upper limits for stability. Secondly, a slight degradation in the transmissibility when 

compared to the passive system is seen in a small region below the open-loop resonance 

frequency for both the APF and RPF and for both Sets. Thirdly, attenuation at the resonance 

frequency is attained by both the APF results and the RPF results without degradation of the 

high-frequency performance of the passive isolator. Fourthly, the RPF outperforms the APF in 

the mid to high frequency regions while the APF performs more favourably in the low frequency 

range. Notably, a purposefully injected time delay can significantly improve the isolation 

characteristics ofthe NPF with very similar results attained for both Sets. Figures 4.21 and 4.22 

compare the TRs of the open-loop system and the TRs of the closed-loop system with the gain 

and delay chosen at the point of maximum active damping, i.e., the darkest shaded point on 

Figure 4.14 for Set one and Figure 4.16 for Set two. In this case the time delay and gain are 

T = 0.044 second and Kp = 891 v/m for Set one and r = 0.053 second and Kp = 364 v/m for Set 

two, respectively. Evidently, the transmissibility ratios obtained using the optimum parameters 

are superior to those using the points of highest active damping. This can be partly attributed to 

the larger proportional gain which imposes more active energy onto the system. 

Table 4.2. Optimal results for the NPF controllers (Set two) 

Controller r * (second) K; (v/m) (J IITRII2 IITRIL, 

APF 0.0585 522.35 -10.0232 26.5465 3.933 

RPF 0.0557 604.16 -7.1453 24.6674 3.565 
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Figure 4.20. TRs (Set two): the open-loop system (solid line); the optimum APF (dotted line); the 

optimum RPF (dashed line). 
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Figure 4.21. TRs (Set one): the open-loop system (solid line); the APF with the highest active 

damping (dotted line); the RPF with the highest active damping (dashed line). 
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Figure 4.22. TRs (Set two): the open-loop system (solid line); the APF with the highest active 

damping (dotted line); the RPF with the highest active damping (dashed line). 

4.4.2. Positive Position Feedback (PPF) 

For the PPF, the parameter bounds were set to be K pt = -5000, K pu = 0, r1 = 0, and 

ru = 0.1, respectively. Table 4.3 and 4.4 lists the optimum parameters that were obtained 

repeatedly by a number of the solutions for Set one and Set two respectively. Figure 4.24 

compares the TRs for Set two. There are a few important observations. In general, one can see 

that the results for the RPF case is superior to that of the APF. The APF is detrimental to the 

vibration isolation system in the low frequency range, while satisfactory results are attained in the 

mid to high frequency ranges. However, for the RPF case the optimal time delay converged to 

zero, or near zero. This demands further investigation. For this purpose, two more cases are 

presented. In the first case, the lower bound for the gain is increased to K pt = -800. Now the 

optimum delay is converged to a non-zero value with the larger stability margin as given in Table 

4.4. This indicates that when the permissible gain magnitude is not high enough, a time delay is 

required in order to achieve better performance. In the second case, the PPF is applied to the 

fundamental system defined by equation ( 4.6). As indicated in Table 4.4, for the APF, the 
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optimum delay converged to a larger value while for the RPF, it converged to a value that is 

much smaller than the time constant of the actuator. This suggests that the inherent time delay 

due to the actuator dynamics of Set two is sufficient and any intentionally added delay will not 

further minimize the objective function. This finding agrees with the result shown in Section 4.2. 

This feature makes it possible to realize a delayed positive proportional feedback by properly 

choosing an actuator time constant. For example, the larger time constant inherent to Set one 

would not be a good choice compared to Set two when using PPF. The results for the 

optimization procedure can be seen in Figure 4.23 and are tabulated in Table 4.3. Evidently, the 

larger inherent lag in Set one makes it impossible for the system with PPF to perform as well as 

with Set two. This further supports the notion that an inherent lag within the system can be 

utilized to yield optimal isolation when using a relative PPF; however there are limits to the 

magnitude ofthe lag. 

Table 4.3. Optimal results for the PPF controllers; Set one ( ~ = 0.0464) 

Controller r * (sec) K; (v/m) () IITRII2 IITRIL, 

APF 0.0040 -930.8762 -5.1302 23.2319 3.9363 

RPF 0 -950.554 -5.1223 20.0060 3.7884 

Table 4.4. Optimal results for the PPF controllers; Set two(~ =0.0174) 

Controller r * (sec) K; (v/m) () IITRII2 IITRIL, 

APF 0.0120 -837.11 -17.5092 19.752 2.474 

RPF 0.0 -1208.58 -8.7043 12.441 1.531 

RPF 0.0035 -800.00 -25.6928 16.442 2.418 

Fundamental system with APF 0.02450 -689.34 -42.9649 18.597 1.957 

Fundamental system with RPF 0.00290 -1393.57 -7.261 5.304 1.158 
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Figure 4.23.TRs: the open-loop system (solid line); the optimal APF (dotted line); the optimal 

RPF (dashed line); 
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Figure 4.24. TRs: the open-loop system (solid line); the optimal APF (dashed line); the optimal 

RPF (dotted line); the optimal RPF obtained with KP1 = -800 (dash-dotted line). 
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4.5. Experiment and Results 

In this section the controllers discussed previously are applied in real time to the proposed 

active vibration isolator. Only Set two was used to validate the results attained in previous 

sections. Numerous experiments were conducted which also served as a real time performance 

measure. In what follows, only the results using three controllers that were based on the RPF are 

reported. The three controllers are referred to as controller 1, 2, and 3 respectively and their 

parameters are repeated in Table 4.5. 

Figure 4.25 shows a photograph of the experimental setup. A personal computer equipped 

with a data acquisition (DAQ) board ( dSpace 11 04) was used to collect signals and to generate 

exciting signals and control inputs. Simulink was used in conjunction with dSpace Control Desk 

software in order to implement the control. A laser position sensor (Wenglor, CP24MHT80) was 

fastened to the base to measure the relative displacement of the mass, while a shaker (Bri.iel & 

Kjrer, 4809) was used to excite the base. The built in anti aliasing filter of the laser position 

sensor was utilized in experiment. The cut-off frequency was at least 10 times larger than the 

natural frequency of the system. Accordingly, any phase difference caused by filtering the 

position signal was assumed to be negligible. A sampling frequency of 1000 Hz was used. In 

order to test the isolator performance over the entire frequency range of interest, the base was 

subjected to a sinusoidal excitation with the frequency increasing linearly with time. For all of the 

cases, the linearly varying frequency was initiated at 20 rad/s, ending at 120 rad/s over a duration 

of 50 seconds. 
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Figure 4.25. Photograph of the experimental setup ofthe proposed active isolator 

Table 4.5. Controllers used in experiment 

Controller Type Number r (sec) KP (v/m) 

NPF 1 0.0557 604.16 
PPF 2 0.0035 -800.00 
PPF 3 0 -1208.58 

Figure 4.26 shows the experimental results using controller 1. It is observed that in the 

lower frequency range the controller had a negligible effect on the response of the system despite 

the control effort applied. Moving to the mid frequency range which corresponded to the section 

in between 15 and 30 seconds it is seen that the response of the controlled system is suppressed 

effectively, notwithstanding a significant drop in control effort in the 25 to 30 second region. In 

this region the open-loop system response kept growing until resonance was passed. In the higher 

frequency range it can be seen that both the controlled and the uncontrolled responses followed a 

very similar trend. Figures 4.27 and 4.28 show the results with the delayed positive position 

feedback, the results for the PPF responded better for the entire frequency band. Controller 3 

performed better than controller 2, although it required a larger control effort and thus more 

energy input onto the system. 
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Figure 4.26. Experimental results with Controller 1: (a) relative displacement of the mass without 

control (dashed line); with control (solid line); (b) current of the actuator. 
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Figure 4.27. Experimental results with Controller 2: (a) relative displacement of the mass without 

control (dashed line); with control (solid line); (b) current ofthe actuator. 
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Figure 4.28. Experimental results with Controller 3: (a) relative displacement ofthe mass without 

control (dashed line); with control (solid line); (b) current ofthe actuator. 

In order to better measure the performance of the systems, the integral of the squared 

response (ISR) [ 48] was computed. Figure 4.29 compares the ISR values for the four cases 

considered above. While all the three controllers significantly reduce the ISR values, at the end of 

50 seconds controller 3 gave the smallest ISR value. It is noted that controller 2 only lags in the 

ISR value to controller 3 by about a factor of 1.2. To take into account the control effort 

required, the integral of the squared control current (ISCC) is computed. Figure 4.30 compares 

the ISCC values for the three controllers. Firstly, it is evident that controller 3 had the largest 

ISCC value at the end of 50 seconds, thus validating the use of more energy than the other 2 

controllers. Controller 2 gave the smallest ISCC value at the end of 50 seconds, indicating the 

least energy consumption. The ISCC value of controller 1 is greater than that of controller 2 by a 

factor of0.63. When both the ISR and ISCC values are considered, control2 outperforms 

controllers 1 and 3 as it effectively isolate the base motion with the minimum energy 

consumption. 
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Figure 4.29. ISR values: Open-loop (dash-dotted line);controller 1 (dashed line); controller 2 

(dotted line); controller 3 (solid line). 
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4.6. Conclusion 
Time delayed control of the proposed active vibration isolator has been investigated in 

this chapter, with a focus on finding effective controllers using only position feedback signals 

taking direct advantage of inherent time delays, as well as investigating purposefully injected 

time delays. The following conclusions are found applicable to both Sets. First a direct position 

feedback was considered. Three main findings have been obtained: ( 1) A negative direct 

feedback is unacceptable as it has a very narrow stability margin due to the inherent time delay 

caused by the actuator dynamics. (2) A positive direct feedback offers an improved 

transmissibility ratio when a relative position feedback is used and an unsatisfactory 

transmissibility ratio when an absolute position feedback is used. (3) An inherent time delay with 

an appropriate magnitude compared to the natural period of the system is advantageous for a 

positive relative position feedback. Second, a stability analysis of a time delayed position 

feedback has been conducted with two main conclusions. (1) A delayed feedback can improve 

the stability of the closed-loop system for both the negative and positive position feedbacks. (2) 

For the negative position feedback the active damping level introduced by the delayed feedback 

is maximized when the delay time is around half of the natural period of the system, depending 

on the magnitude of the inherent lag. For the positive position feedback, the active damping is 

maximized when the gain magnitude is largest and the time delay is zero. Third, an optimum 

controller design procedure has been presented. The main observations are as follows. ( 1) For a 

negative position feedback, both the optimum delayed absolute position feedback and relative 

position feedback controllers offer a similar performance. (2) For the positive position feedback, 

the best controller is the one with the relative position feedback and zero time delay. This finding 

reinforces the conclusion from the study of the direct positive relative position feedback: the 

inherent time delay of the actuator makes an intentionally added time delay unnecessary. Finally 

an experiment has been implemented to validate the analytical and numerical studies. It has been 

found that among the three controllers tested, controller 2 offers the best combination of effective 

base isolation and reasonable control effort. 

Is should be noted that although the study has been based on a particular active vibration 

isolator, the findings are applicable for similar systems. From a practical standpoint, active 

isolation controllers such as the ones presented herein constitute minor modifications to existing 
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controllers. Thus, utilization of such methodologies for active isolation systems can be very 

economical. 
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CHAPTER 5 -ADAPTIVE 

BACKSTEPPING CONTROL 

75 



The main purpose ofthis chapter is to investigate the adaptive control ofthe base isolation 

system in real time considering some of its parameters uncertain. Section 5.1 introduces the 

section and provides a review of related research. In section 5.2 the formulation of the control 

problem is presented and an adaptive controller based on the backstepping technique is proposed. 

Subsequently, in section 5.3 the implementation in real-time is discussed and the proposed 

controller is compared with that of a directly related controller. Finally, the conclusions of this 

chapter are given in section 5.4. 

5.1. Introduction 
Active isolation has received much attention because of its feedback control feature [54], 

in which a signal or signals sent back to a predetermined controller can provide superior 

performance over conventional passive vibration isolators. This is generally performed through 

the use oftraditional control laws. The majority of these active control laws require detailed prior 

knowledge of the system parameters which results in a control law with parameters that are 

specific to the system at hand. Example studies not particular to an application can be found in 

[55-57]. On the other hand, most models of real physical systems usually contain different types 

ofuncertainties [58]. These uncertainties are typically due to un-modelled dynamics, bad 

knowledge of parameter values, and time varying parameters. If a traditional constant parameter 

control law is used on a real system that posse's uncertainties and/or time varying parameters, 

significant performance degradation can occur. 

In addition to not requiring prior knowledge of the system parameters, adaptive control 

functions well in systems with nonlinearities and time-varying parameters [59]. Some notable 

studies are [54, 60-62]. In [58] a unique adaptive control scheme for a class of 2nd order systems 

was presented. A key feature in this study was that the closed loop transient and asymptotic 

performances could be tuned explicitly with the design parameters. However, this naturally came 

with a trade off between good performance and reasonable control effort. Recently, in a study 

reported in [63] some extensive challenges in adaptive control were identified. One key issue 

noted when using adaptive control was that it is always better to use an accurate model than not 

to do so -and ifthere is a time delay present and it is neglected, a control algorithm is more 

likely to fall over. In this chapter, this issue is being further investigated and it is shown that if the 

adaptive controller does not fall over, performance degradation is likely to occur. 
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Differing from the previous chapters in this thesis, the studied active isolator being 

investigated is now considered uncertain and an adaptive control scheme is proposed. Also the 

current study differs from previously studied works in a few main areas. The main contribution 

for the controller proposed by [58] was that transient and asymptotic performances depended 

explicitly on the design parameters. Other backstepping methods do not contain this feature. The 

proposed control scheme unlike the one in [58] will take into account the actuator physics. This 

complicates the control law and resulted in a controller not realized before. The scheme also 

avoided the unwanted overparameterization issue. Secondly, this study examines the function of 

the control schemes through experiments. This validates possible uses in practical applications. 

In this chapter, the formulation of the control scheme is presented. Nonlinearities in the 

mechanical structure are now considered in the adaptive control law. Second, the implementation 

of the controller is described. Third, several results are presented, validating the controllers 

effectiveness. Fourth, the control scheme proposed by [58] is implemented by neglecting the 

actuator physics and the results for this controller are compared with the proposed controller. 

Increases in performance and parameter estimate accuracy increase is noted when using the 

proposed control scheme. This is attributed mainly to the inclusion of the actuator physics in 

controller design. Finally, conclusions are drawn for the section. 
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5.2. Nonlinear adaptive control formulation 
The system described by (2.1) and (2.6) can be written in the form: 

mz+c:i+ fs(z,t) =-my+ ria 

L*ia + R*ia + kvi = ec 
(5.1) 

where fs (z, t) =!;; +fpc presents the nonlinear restoring force, R* = R/2, and L* = L/2. From a 

previous study [21], the nonlinear restoring force can be approximated by an n1
h order polynomial 

with only odd terms, i.e., 

(5.2) 

where n is an odd number and Re (z,t) is a residual function. In the above polynomial, d is a 

known constant with the dimension of displacement. The coefficients c>i* are assumed to be 

unknown. The residual term Re(z,t) is unknown, but bounded. The damping coefficient c is 

assumed to be unknown as well. The control objective is to reduce vibration of the isolated mass 

subject to base disturbances in presence of system parameter uncertainty. For this purpose, an 

adaptive backstepping technique is employed. Although the following development is mainly 

inspired by the procedure reported in [58], there are some distinct differences. 

Introducing the state variables x1 = z, x2 = i, x3 = i, and using equation (5.2), the system 

becomes as follows in state space form: 

xl =x2 
x2 = <D(x1,x2l 8 + R; (x1,t)-y + y*x3 (5.3) 

x3 = ~· ( ec - R* x3 - kvx2 ) 

where <I>( v,) ~ -(X: <; t;J, {;: J r and EJ ~ ( cv I m, "I , "3 , . , ".)' wit.hb', ~ ,,·I m , 

r* = y jm, R; (x1,t) = Re(x1,t)jm and v is known a constant with the dimensions of velocity. 
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The following fundamental assumptions apply to complete the description: 

Assumption 1: 

The constant vector 0 is unknown but lies within a known sphere. That is IIE>JJ ~ M for a known 

positive constant M. 

Assumption 2: 

The function RR(x1,t) is unknown but assumed to be locally Lipschitz and such that 

JRR(x1,t)j ~ R for all x1 E ffi. and t ~ 0, where R is a positive constant. 

Assumption 3: 

The excitation acceleration signal ji(t) is unknown but bounded in the form j.Y(t)j ~ E V t ~ 0, 

where E is a known positive constant. 

Assumption 4: 

The initial parameter estimate vector 00 is known to lie within the same sphere as in that of 

assumption I. That is, \\E>o\\ ~ M. 

Adaptive control law: 

Parameter estimate law: 
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In the above expressions the auxiliary variables z1 , z2 and z3 are defined in equations (5.6) to 

(5.8). The constant c = cl + c2 'the symbols s2 = sg2(z2)cf2(1rz21)r and s3 = sg3(z3)cJ;(Irz31)r 

where sg(y) and cf (y) along with o-8 (y) are defined in Appendix C. Additionally, r = R + E is 

the bound on the uncertainty model and r is the diagonal adaption gain matrix. Compared with 

the control law proposed in [54], the present one employs one extra state x3 in order to deal with 

the dynamics of the actuator. Compared with parameter update law proposed in [58], the present 

one uses the difference e-eo instead of e to avoid that the possibility ofthe estimated 

parameter vector converging to zero [65]. 

Theorem 1 

The closed loop system defined by (5.3), (5.4) and (5.5) is globally uniformly ultimately bounded 

V t ~ 0, under the assumptions 1-4. Furthermore, the control signal (5.4) and update law (5.5) 

are bounded. 

Remark 1: 

Noise entering the parameter estimate law will give rise to an ever increasing output [65,66]. This 

inevitably causes the switching-cr law to eventually be switch on. This robustness is achieved at 

the expense of destroying the ideal property of the adaption law [65]. However, this robustness is 

a necessity in real-time applications in order to avoid parameter drift which can lead to 

instability. 

Remark2: 

From the parameter estimate law, it can be seen that when the switching-cr function is not zero 

and the states ofthe system approach zero, ast ~ooifthe update law is to eventually cease 

updating then e ~Go . This property is important in judging how the adaptive controller could 

perform if long periods of operation are encountered. Thus, essentially the performance observed 

directly when the controller is switched on is possible even after the adaption has taken place. 
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Proof of Theorem 1: 

Introducing the tracking errors: 

(5.6) 

(5.7) 

(5.8) 

where a 1 and a 2 are the virtual control variables. Let the first Lyapunov candidate function be of 

the form 

(5.9) 

Note that in this particular situation xr = 0. The time derivative of ~ is given by 

(5.10) 

Choosing the first virtual control variable as 

(5.11) 

where c1 is a positive constant. Substituting ( 5.11) in equation ( 5.1 0) yields 

(5.12) 

Let the second control Lyapunov function be selected as 

(5.13) 

where G = 0-G. Taking the time derivative of equation (5.13) gives 
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(5.14) 

Taking the time derivative of equation (5. 7) simply yields 

. . . 
Zz = Xz -al (5.15) 

From equations (5.3), (5.8) and (5.11), equation (5.15) becomes 

(5.16) 

Subsequently, the time derivative of V2 after substitution of(5.16) into (5.14) becomes 

(5.17) 

Letting the second virtual control variable be 

(5.18) 

Combining equations ( 5 .17) and ( 5 .18), after some manipulation, V2 becomes 

(5.19) 

where the tuning function r 1 = <Pz2 • 

Moving to the next step, the time derivative of ( 5 .18) is given by 

(5.20) 

With knowledge of (5.15) and (5.11), (5.20) is now 

(5.21) 
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The third tracking error for Z 3 from (5.3) and (5.21) is 

Substituting x2 from (5.3) into (5.22) yields 

Consequently, the next task is to prove the third control Lyapunov function is bounded. A 

candidate function for this purpose is chosen to be 

(5.22) 

(5.23) 

(5.24) 

Since this Lyapunov function contains all of the tracking errors and parameter estimate errors it 

can be viewed as the total Lyapunov function for the entire system denoted as V = ~. Its time 

derivative is given by 

(5.25) 

Combining equations (5.19), (5.23) and (5.25) yields 
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(5.26) 

Letting the control voltage ec in (5.26) applied to the electromagnets be given by (5.4) yields 

(5.27) 

Choosing the update law defined in equation (5.5) results in 

· 2 2 2 (* .. I I) V=-c1z1 -c2z2 -c3z3 +z2 Re -y-sg2(z2 )cf2 (rz2 )r 

+ z, ( (cl ?) )r R:-y- sg,(z,)cJi(lrz,i)r) + <Ye (IIE>II)El (e-Go) 
(5.28) 

Some further manipulation given in Appendix C shows that equation (5.28) can be reduced as 

(5.29) 

where c0 and d0 are positive constants defined in Appendix C. From equation (5.29), one has 

(5.30) 

From the above analysis V (t) is shown to be uniformly bounded Vt ~ 0, which also implies that 

z1, z2 , z3 , 0 are bounded. Thus, the system states and parameter estimate vector are also bounded 

Vt~O 
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5.3. Experiment and Results 
In order to demonstrate the effectiveness of the proposed control strategy in real time, an 

experimental study was conducted. First, some results for the proposed controller are presented. 

Next, it is compared with the controller developed in [58]. Several observations are drawn. 

5.3.1. Implementation 

The experiments consisted of subjecting the isolation system to various disturbances, in 

the form of pulses and different forms of sinusoidal excitations. As in the previous chapters, a 

personal computer equipped with a data acquisition (DAQ) board (dSpace 1104) was used to 

collect signals and to generate control inputs. Simulink was used in conjunction with dSpace 

Control Desk software in order to implement the control. A sampling frequency of 1000Hz was 

used in the real time implementation. Figure 5.1 shows a Simulink real time model used to 

implement the control scheme. A laser position sensor (Wenglor, CP24MHT80) was used to 

measure the relative displacement of the mass through ADC _ CS (analog-to-digital conversion). 

This was obtained by fastening the sensor directly to the base. The sensor utilizes a built in anti 

aliasing filter. The displacement signal was subtracted from a set point which was the equilibrium 

position of the mass. The current feedback was obtained by measuring the voltage over a 1ohm 

resistor connected in series with the actuator. This signal was then fed back through ADC _ C6. 

These two real time signals were then fed into the algorithm as illustrated in Figure 5.1, which 

then resulted in a control voltage being sent to the power amplifier (Quanser, UPM-2405) through 

DAC _ C5. The output ofthe power amplifier was connected directly to the actuator. 
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Figure 5.1. Simulink real time model for the proposed adaptive control algorithm 

5.3.2. Proposed Controller Results 

In this section the controller parameters and a few experimental results for the proposed 

control scheme are presented. It is important to note that in this section the magnitude of 

excitation of the base that was used was 1.5 times larger that of all other sections. The reason for 

this was to attempt to force the main structure further from the equilibrium position thus ensuring 

that the system enters the higher nonlinear regime. Also, for the same reason, the control current 

magnitudes are not rightfully comparable to the proceeding sections. 

The actuator parametric values used in the controllers were those obtained from the 

preliminary characterization in Chapter 2. In experiment only Set two was used. The values ofthe 

constants v and d were chosen to be the maximum possible output foreseeable of the systems 

mass. These were chosen to be 0.5 and 0.008 respectively. Since the constant vector 0 is 

unknown, the value of M was chosen based on experiments. It is known that the value of M 

affects the upper bound on the adaption of the estimated parameters, thus M could be tuned in 
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real time by trial and error to achieve good tracking error without allowing the parameters to drift 

too far leading to instability. The value forM was determined to be 86 in this section. Similarly, 

the bound on uncertainty r = R + E , could be tuned in experiment. It was determined to be a 

value of 5 for all experiments. As well, the adaption gain matrix, r, was chosen to be a diagonal 

matrix with values of 450 to allow for quick adaption of the parameter estimates. The remaining 

controller parameters were similarly tuned by trial and error in experiment until a good tracking 

performance was achieved. The parameters were c1 = 0.1, c2 = 1 , c3 = 80, &11 = 0.1, &21 = 1.25, 

&12 = 1.6, &22 = 1. The nonlinearity in the restoring force was taken to the 5th order. 

Consequently, the vector 

<D(x x ) = -[x2 X1 (x1 )3 (x1 )s]T 1' 2 v 'd' d ' d 
(5.29) 

was chosen as the ideal candidate. Finally, the initial parameter estimate vector was chosen to be 

e0 = [0.5,10,25,50( with its 2nct norm lying below M 
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Figure 5.2. Experimental results, frequency step change (55 to 70rad/s): (a) response of the mass 

without control (dashed line), with control (solid line), (b) current ofthe actuator 
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Figure 5.3. Experimental results, frequency step change: the estimated parameters 

Figures 5.2 and 5.4 show some typical results for the control scheme. The parameter 

estimates are shown in Figures 5.3 and 5.5 for the same scenarios. The first experimental case 

subjected the system to a step change in frequency as can be observed in Figure 5.2. Initially the 

system was excited at a sinusoidal frequency of 55rad/s, and then at 50seconds it was suddenly 

changed to 70rad/s. The controller was turned on just after 10 seconds. It can be seen that the 

control achieved good response when compared with the open loop response. Also, the response 

progressively became better as the system adapted. Figure 5.3 shows the parameter estimates for 

this case. It should be noted that the switching-0 function in the adaption law eventually activated 

at about the 70 seconds mark. This indicates that 11011 reached Mat that instant. 
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The response of the second cases is illustrated in Figure 5.4. This case involved exciting the 

system with a sum of2 sinusoidal signals, one with a frequency of25 rad/s and the other with a 

frequency of 65 rad/s. The control effort was again switched on just after 10 seconds. The system 

also responded very well to this case, again adapting as time progressed. The parameter estimates 

seen in Figure 5.5 follow a similar trend to the first case, this time the switching-a function 

turned on at about 90 seconds. This is apparent due to the small sudden change in direction the 

estimates undergo. The final case in this section consisted of subjecting the base to a series of 

pulse excitations. This can be seen in Figure 5.6. Comparing the open loop responses to those of 

the closed loop, a reduction in both peak amplitude and settling time can be observed when the 

control is activated. The corresponding parameter estimates can be seen in Figure 5.7. 
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Figure 5.6. Experimental results, impulses given to the base: (a) relative displacement of the mass 

without control (dashed line), with adaptive control (line), (b) current in the actuator 
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Figure 5. 7. Experimental results, impulses given to the base; the parameter estimates 

5.3.3. Controller Comparison Results 

In this section the control scheme developed in [58] is implemented on the isolation 

system used in this thesis and compared with the proposed controller in real time experiments. It 

is noted that in this section the magnitude of the base excitation was kept at the same value as all 

other chapters in the thesis, different from that in section 5.3.2. From this point onward the 

control scheme developed by [58] is referred to as controller A and the proposed controller is 

referred to as controller B. 

The implementation methodologies utilized in this section are the same as in section 

5.3.1. A Simulink diagram for the implementation of the control scheme for controller A can be 

seen in Figure 5.8. Furthermore a brief outline of the control scheme for controller A is given in 

Appendix D. For both controllers the numerical values for the parameters v, d and r were the 

same values as those used in section 5.3.2. Also, equation (5.29) remained the same and was used 

for both controllers tested. The initial parameter estimate vector was also was taken as the same 

value for both controllers. Also, for the proposed controller the only parameter that varied from 

the previous section was M. As a result, two different and lesser values of M were used in this 

section. 
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Figure 5.8. Simulink real time model for implementation (Controller A) 

For controller A, l'vf was experimentally tuned by trial and error for good performance while 

avoiding parameter drift, yielding a value of 68. For controller B, initially a value of 68 was used 

forM followed by a few experiments with M increased to 78. The remaining parameters for 

controller A were r = 20.5, c1 = 0.005, c2 = 0.02, £ 1 = 86, £ 2 = 91, determined in a manner 

similar to that used for M. 

The results of the first experiment of this section can be observed in Figure 5.9 with 

parameter estimates in Figure 5.1 0. This consisted of subjecting controller A to a sinusoidal base 

excitation at 65rad/s. For comparison, controller B was subjected to precisely the same excitation 

and can be seen in Figure 5.11, with its parameter estimates shown in Figure 5 .12. In general, 

controller B outperforms, although both controllers reduce the tracking error as time progressed. 

Interestingly, the parameter estimates, 51,53 , 55 , followed opposite directions when compared 

between the controllers. 
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Figure 5.12. Proposed controller excited at 65 rad/s: the estimated parameters 

The second experiment was conducted in ways similar to the first, with the exception that 

the controllers were now allowed to adapt for a period of time of 100 seconds before the results 
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were collected. In addition, for controller B, M was increased to 78. The results can be observed 

in Figures 5.13 and 5.14 for controllers A and B respectively. In order to properly compare the 

control performances, the root mean square (RMS) value of the relative displacement signal and 

control current are used as performance measures. These are tabulated in Table 5.1. The RMS 

values calculated are based only on the last 3 seconds ofthe experimental tests. As observed from 

Table 5.1, controller B exhibited both a slightly lower control current RMS value and a lower 

displacement RMS value than that of controller A, amounting to more than a 70% performance 

mcrease. 
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Figure 5.13. Controller A excited at 65 rad/s: (a) response ofthe mass without control (dashed 

line), with control (solid line), (b) current ofthe actuator 
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Figure 5.14. Controller B excited at 65 rad/s: (a) response ofthe mass without control (dashed 

line), with control (solid line), (b) current ofthe actuator 

Table 5.1. The root mean square (RMS) values of the control responses with 65 rad/s base 
excitation; (a) the RMS values with the controller A, (b) the RMS values with controller B 

RMS open RMS (a) RMS (b) 

z(mm) 1.3302 0.3637 0.2136 

Current (A) n/a 0.0906 0.0856 

A magnified plot of the response of both controllers A and B with corresponding control current 

can be seen in Figure 5.15, showing the last 5 seconds of the second experiment described above. 

The last experimental case consisted of subjecting the system to a base excitation of a sum 

oftwo sinusoidal frequencies. The results can be observed in Figures 5.16 and 5.18, with 

corresponding parameter estimates in Figures 5.17 and 5.19 for controllers A and B respectively. 

The two frequencies were 35 rad/s and 70 rad/s. This time the controllers were initially on then 

they were switched off at a time of70 seconds as can be observed in Figures 5.16 and 5.18. In 

these experiments the values of M for each controller remains unchanged from the second 
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experiment. Comparing the responses in Figures 5.16 and 5.18, it is seen that the closed loop 

responses for both controllers for the first few seconds started out with a comparable magnitude. 

However, as the systems adapted controller B reduced the response more so without increasing 

its control effort over that of controller A. 
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Figure 5.15. Magnified comparison ofresults, excited at 65 rad/s; Controller A (dotted), 

Controller B (solid): (a) response ofthe mass with control, (b) current ofthe actuator. 
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The resulting RMS values of the response and of the control current are tabulated in Table 5.2. 

The RMS values were computed for the data between 65 to 68 seconds. A performance increase 

of about 35% is seen in this case in favour of controller B. Notably, this increase in performance 

does not come at the expense of control effort. Observing the trend of the parameter estimates in 

Figures 5.17 and 5.19, again it can be noted that the direction of the estimates, 51,53, 55 , differ 

greatly between the controllers. The real values for these parameters are known to be larger than 

what they are initially estimated to be. Thus, one would expect them to progressively increase as 

the system adapts. This increase occurs with controller B however, it is not observed in controller 

A. Consequently, it is speculated that controller B obtains a better adaption process when 

implemented on the studied system. 

Table 5.2. The root mean square (RMS) values ofthe control responses with 35rad/s+70rad/s 
base excitation; (a) the RMS values with Controller A, (b) the RMS values with Controller B 

RMS open RMS (a) RMS (b) 

z (mm) 1.7106 0.4619 0.3439 

current (A) n/a 0.0973 0.0833 

5.4. Conclusions 
In this chapter, an adaptive control scheme based on the backstepping technique is 

proposed for a nonlinear base isolation system. First, the adaptive scheme is formulated. Second, 

the real-time implementation of the control algorithm is addressed. The control parameters were 

tuned by experiment. Thirdly, some results for different testing scenarios are given, validating the 

function ofthe algorithm. Fourth, the control scheme developed in [58] is implemented with the 

proposed system while neglecting the effect of the actuator physics. The same testing scenarios 

are then compared between the two controllers. Two main findings are obtained. (1) The 

proposed adaptive scheme results in a better response performance than that of the controller 

proposed by [58] when implemented on the studied active isolator. This performance does not 

come at a cost of control effort. (2) the parameter estimates progress in different manners 

between the controllers studied. The proposed controller gives better estimates ofthe parameters, 

however, the estimates do not converge to the actual values for either ofthe controllers in closed 
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loop. These two findings reinforce the notion that neglected physics when using backstepping can 

cause performance degradation and even make parameter estimation inaccurate. Nonetheless, the 

drawback of the proposed scheme is that it requires significant computational power. 
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CHAPTER 6 - CONCLUSIONS AND 

FUTURE WORKS 
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This chapter summarizes the research work conducted for this thesis. It also briefly 

outlines future works. 

6.1. Summary 
In this thesis, active control characteristics and methodologies have been investigated. 

First, a complete system characterization was conducted to fully understand the system character 

in a dynamical situation. This also served as a model validation and a means to discover any 

nonlinearities that may not be accurately quantifiable by other methods. Second, a phase 

compensation technique was investigated. This was due to the inherent instability of the closed 

loop system when using a direct negative proportional feedback. A design methodology proposed 

minimizing the 2nd norm of the transmissibility. Experiments were conducted validating the 

controller to perform in real time with an automatic on/off switching technique that takes 

advantage of the active and passive regimes. Third, a delayed feedback control technique was 

investigated. The analytical crossing gains of the system subjected to a NPF and a PPF were 

derived and presented. The performance of the system and how this relates to inherent time lags 

within the control loop were determined. Subsequently, the stability of the system that relates to 

delays within the control loop was investigated. Both analytical and numerical investigations 

were sought. Changes to the closed loop active damping and natural frequency, and their relation 

to the combinations of gain and injected delay were also examined. Numerical optimization was 

conducted in order to determine the best gain-delay combinations for both NPF and PPF. 

Experiments were conducted with performance measure for three different controllers. Finally, a 

real-time study considering the proposed isolator as uncertain and/or possessing time-varying 

parameters was conducted. The adaptive control formulation was presented. A control law based 

on the adaptive backstepping technique was presented. The control scheme was implemented 

onto the proposed active isolation system validating its functionality and compared with a 

relevant controller. For both controllers, the design parameters were tuned online for good 

tracking error. Several experiments were conducted and the proposed controller was shown to 

provide better performance and parameter estimate convergence. The performance increase was 

thought to be directly related to the inclusion of the actuator physics in the control law. 

Although the three main methods proposed in this thesis are separate ways to achieve a 

similar end goal, the purpose and usefulness of each may vary depending on application 
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specifics. More specifically, the following briefly outlines some attributes to consider in choosing 

and comparing between the three methods proposed in this thesis. For the phase compensation 

technique outlined in chapter 3, three main features are evident. (1) The controller may be 

realized using low computational power. (2) It performs very well in the low to mid-frequency 

region. (3) It requires prior knowledge about the system parameters to function properly. In 

regards to the time delayed position feedback control technique outlined in chapter 4 the 

following features are apparent. (1) It is possible to realize the controller by choosing a time 

constant of the actuators making computational power unnecessary. Thus, if the isolation 

application has no available computer for use, this method would be ideal. (2) This method 

provides good isolation characteristics over the entire frequency region while using minimal 

control effort. (3) This method requires prior knowledge of the system parameters. Lastly, with 

regard to the adaptive backstepping method proposed in chapter 5, three main features exist. (1) 

The method requires significant computational effort. (2) It requires sensing of all system states. 

(3) It functions in the face of uncertainties and time varying parameters. 

6.2. Main Contributions 
The contributions ofthe thesis are as follows. 

(1) Dynamic mathematical models of the proposed active isolation system are developed. 

(2) Optimal phase compensation technique with automatic utilization of active and passive 

regions was realized. The experimental results show that with the proposed control 

scheme, the isolator is able to effectively suppress base excitations. 

(3) Different from previous studies, effects of the inherent time delay caused by the actuator 

are determined. The analytical crossing gains for NPF and PPF are derived for the system. 

A new finding is that for base isolation, some degree of an inherent time delay present in 

hardware is beneficial when a direct positive position feedback is used. Based on these 

findings, ways in which a delayed feedback control can be utilized have been presented 

and implemented. 

( 4) An adaptive nonlinear controller for base isolation is proposed. A performance increase 

and parameter estimate accuracy increase is noted when comparing the proposed control 
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scheme to one notable scheme that neglects the actuator physics. The differences between 

the proposed control scheme and other related schemes are outlined in chapter 5. 

(5) A 2DOF model of a unique vibration isolation system that posses a HSDLS property is 

designed and constructed for future work in the area of semi-active and active vibration 

isolation. 

To conclude, it can be stated that the objectives set out for this thesis have been fulfilled. 

It is noted that the findings reported above are applicable to similar systems. 
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6.3. Future Work 
The research conducted in this thesis has provided much insight and some interesting 

findings for a few regimes of active vibration isolation. The proof of concepts herein lay a 

foundation for further research in the area of vibration isolation. A few areas thought to be worth 

noting for future study are as follows 

(1) Limitations ofthe linearization ofthe full nonlinear dynamic model ofthe system should 

be investigated. Naturally, as is the case with any approximations in engineering there 

exist regimes in which the models will fall over. This deserves further investigation with 

the proposed active isolator. 

(2) In chapter 3, the implementation of the phase compensation technique also involved an 

automatic on/off switching algorithm. It was noted that the dramatic on/off action of the 

controller sometimes caused a transient to dominate the frequency spectrum. In order to 

alleviate the effects of the transient, it is thought that it is possible to provide a more 

gradual transition between the on mode and the off mode. This notion certainly deserves 

investigation. 

(3) In chapter 4 where the delayed feedback control notion has been investigated, one of the 

findings was that a sufficient inherent time lag is beneficial to the closed-loop control 

response when using a relative PPF signal. There is one possibility that is to investigate 

the optimal time constant of the actuator that yields the best isolation characteristics. 

( 4) In chapter 5 the improvement in performance was obtained with an increase in 

complexity of the adaptive controller. Investigation into an adaptive controller that can 

yield good tracking error and at the same time be realized with minimal complexity is 

well worth investigating. Other methods such as neural adaptive, or genetic algorithms 

can be considered. 

(5) Also related to chapter 5, the effect of the order in the nonlinearity assumed for the 

parameter estimates can be investigated. Whether any increase in performance can be 

achieved with a higher order approximation can be investigated. 

(6) The 2DOF model of a HSLDS vibration isolator that was designed and constructed by the 

author of this thesis will be considered for future research in the areas of semi -active and 

active vibration isolation. A CAD model ofthe setup can be seen in Figure 6.1, with 

corresponding photograph of the constructed system in Figure 6.2. The purpose of this 
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system is to extent the research into the 2 degree of freedom (2DOF) regime. The reason 

for extending the degree of freedom from one to two is that a 2DOF model is thought to 
better suite to the majority of realistic systems. 

Figure 6.1. CAD model of the 2DOF vibration isolation system 
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Figure 6.2. Photograph of the 2DOF vibration isolator 
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APPENDIX A 
Electromagnetic Force Model 

Firstly, consider the interaction force between only one of the EMs and the PM. According to the 

study conducted in [21], this force consists oftwo parts: 

(AI) 

where Fpc denotes an attracting force between the core of the EM and the PM and FPJ the force 

due to the interaction between the PM and the flux generated by the energized EM. It was found 

that Fpc and FPJ can be expressed as 

(A2) 

and 

(A3) 

, respectively, where d denotes the distance between the PM and the EM, i is the current in the 

EM, sign(i) = 1 if i > 0, sign(i) = -1 if i < 0, and a, , a2 , b1 , b2 , and b3 are constants that 

depend on the setup and can be determined experimentally. For the present apparatus shown in 

Fig. 1, if the PM is displaced by a distance z, the total force on the PM becomes 

(A4) 

where 

D-h D-h 
d =---z d =--+z 

I 2 ' 2 2 • (A5) 

Substituting Eqs. (A2) and (A3) in Eq. (A4) yields 
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(A6) 

where 

(A7) 

The first term on the right-hand side ofEq. (A6) represents the difference in the attracting force. 

This term can be linearized as 

The second term on the right-hand side ofEq. (A6) represents the sum of the actuating force 

generated by the energized EMs. This term can be linearized as 

(A8) 

s1gn(1 )(1- e b, )b1 4 + 4 "'"s1gn(1 )(1-1 + b3 !1!)b1 - 4 + - 5 z + - 4 --5 z = --.!.f 21 . . - 1~1 [ 1 1 ] . . . [ 1 4 1 4 ] b b . 
(qz -z) (qz +z) qz qz qz qz qz 

(A9) 

It is further assumed that the influence of the coil current on the interacting force between the PM 

and the EM cores can be neglected or (1- a3 !il) "'"1. Thus the linearized interacting force is given 

by 

F - 8al bib3 2. 
- 5 z+ 4 l. 

qi q2 
(A10) 

The first term on the right-hand side of the above equation depends on the displacement of the 

PM, which indicates that the interacting force between the PM and the EM cores acts as a 

negative spring. The second term on the right-hand side of the above equation indicates that the 

actuating force is proportional to the current and inversely proportional to D 4 
• 
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APPENDIXB 
The crossing gain of the direct position feedback 

By defining the following variables 

kR 2yKP 
ao=-+--

mL mL 

cR k 2ykv 
a~=-+-+-­

mL m mL 

R c 
az =-+-

L m 

equation (8) can be rewritten as 

(B1) 

(B2) 

(B3) 

(B4) 

For a realistic system, the roots of equation (B4) consist of a pair of complex conjugates and a 

real number. Thus equation (B4) can be expressed as 

( s- r1 )( s- r )( s- r •) = 0 (B5) 

where ~ is a real number and r =-a+ jOJd. Equation (B5) can further be written in the form 

A comparison of equation (B6) with equation (B4) results in 

a2 = 2(]" -r1 

a1 =OJ~ - 2r1(]" 

2 ao =-l)OJn 

Solving the above equations for a yields 
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It is well known that the condition of CY = 0 corresponds to the boundary between stability and 

instability. If 

Using equation (B9), the crossing gain for the NPF is given by 

k = (( Rc +!:_+ 2ykv )(R +~)- kR) mL 
P mL m mL L m mL 2r 

Solving equations (B7) for r1 yields 

The condition for l'j = 0 is given by 

a -0 o-

From it, the crossing gain for the PPF is given by 

~ kR 
K =--

P 2r 

APPENDIX C 
Proof that equation (5.28) is bounded for all time: 

(B9) 

(BlO) 

(Bll) 

(B12) 

(B13) 

For convince, the final Lyapunov function and its time derivative arrived at in section 5.2 are 

shown below 

(Cl) 
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· 2 2 2 (*·· II) V = -c1z1 - c2z2 - c3z3 + z2 Re - y- sg2 (z2 )cf2 ( rz2 )r 

+ z, ( (cl ;. c2)} RR- y- sg, (z,)cf3(1rz,l)r) + O"e (IIEJII)er ( e-e,) (C2) 

Notably, the below proof is largely inspired by [58]. 

Considering the term ~1 ~ z2 ( RR- ji- sg2 (z2 )cf2 (lrz2 l)r) in equation (C2) one can observe that 

Now considering the other possibility, that is if jz2 \ < &zJ + 2&11 , then 
l+r r 

sg2 (z2 )::;;1 and cf2(1rz2 1)::;;1. 

Consequently, \~1 \ = \z2 \ (\RR- yj + isg2 (z2 )cf2 (jrz2 \)rl) and lsg2 (z2 )cf2 (lrz2 j)rl::;; r, then, 

\~d::;; 2r\zzl· 

then \~1 \::;; 2&21 + 4&11 in any case. 

cl +cz always less than or equal to * (2&22 + 4&12 ) . 
r 

Therefore, the function (C2) becomes 

(C3) 

Now considering the term ~3 ~ O"e (IIE>II)El ( e-eo) appearing in equation (C3) for the case 

when IIE>IIz 2M and utilizing Assumptions 1 and 4; 
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(II ~ II) -T ( ~ ~ ) - T ( - ) - T ~ {}0 e e e-e0 =i:iE> e-e-o=ee0 

= o=( 0r ( e -eo )-118//2) ~ o=( 2M//8II-II8II2) 

=iT( 2M[[Ei[l-ill8[[
2 -iiiEJII' )= 0'( -[~IIEJI[-lM r +4M

2 -iiiEJII' J 

~ 4i:iM
2 -%o=/l8//2 

Notice in the above that completing the squares of 2M//8//-~//8//2 results in 

-a11EJ11-2M r +4M
2

. 

On the other hand, if 11011 ~2M then 1/81/ ~lie- ell~ JJeJJ + IJeJJ ~3M So 

{}0 (JJeJI)8r (e-Go)= {}0 ( 0r e -110112 -8r Go)= {}0 ( 0r (e-Go )-l/8/12) 

~ o=(2J~fl/81/-ll81/ 2 ) = o=( 21Vf//8//-l/8//2 -%1181/2 + %1181/2) 

~o=(2MII8II-%1/81/2 +%1/8112)~o=(6M2+ 2; M2 )-%o=ll81/2 

= 541 CiM2 -o=%1/81/2 

So, ~3 ~ ~1 
(j M 2 - (f% 1/81/2 . Subsequently, from equation C3 the following is obtained: 

V ~ -clz!- c2zi- c3zf- o=2/18//2 + ~o=M2 + 2&21 + 4&11 + cl +*c2 (2&22 + 4&12) 
4 4 r 

~-min( c1, c2 , c3, O'i )( zf + zi + zi + [[8[[2) + 5
4
1 

0' M 2 + 2s21 + 4s11 + cl ;.c2 (2s22 + 4s12 ) 

(C4) 

Noticing from equation A1 that, 

(C5) 
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Hence, from equations C4 and C5 

(C6) 

where 

From equation C6 

From the above analysis V (t) is shown to be uniformly bounded '\It;:::: 0, which also implies that 

z1, z2 , z3 , 8 are bounded. Consequently, the system states and parameter estimate vector are also 

bounded '\It::::: 0. 

The functions utilized in the backstepping design: 

-1, 
1 

a<--&. 1 +r 2z 

a E [--
1
-&2i,-

1
-&2i] 

1+r 1+r 

1' 

{ 

0, a< 1 

cr(a)= a-1, aE[1,2] 
1, a> 2 

1 
a>-&2i 

1+r 
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APPENDIXD 

Brief outline of the control scheme proposed by [58] applied to the vibration isolation system: 

In the implementation of controller A the 3rd order system model given by equation 5.1 

was reduced to a 2nd order system. This was accomplished by neglecting the dynamic terms in the 

actuator physics equation, namely, the inductance, L, and the back emf constant, kv. 

Consequently, the base isolation system model is now of the form 

.. . + ( ) 2y .. mz +cz+ Js z,t = -ec- my 
R 

(D1) 

Defining the state variables ( x1, x2 ) = ( z, z), equation D 1 can be written in the form 

XI =X2 

. c fs(z,t) .. 2y 
x2 = --x2- - y+-R ec 

m m m 

(D2) 

Utilizing equation 5.2 for the restoring force equation D2 can be written as 

(D3) 

where <D(xpx2 ,t) , 0 and R; (xpt) are of the same form defined in section 5.2. Also, 

u(t) = fc (t) I m , where fc (t) = ~ ec is the control force with known values of r and R . 

The adaptive control scheme that is applicable to the above as proposed by [58] is given by 

Adaptive control law: 

(D4) 
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Parameter estimate law: 

e = r<D(x1,x2 ,t)z2 - 1 o-0 (llel!)e 
e(O) = 80 

(D5) 

The parameter definitions that complete the controller design scheme in the above expressions 

can be found in [58]. 
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