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A bstract
A significant area of current research is to develop aircraft which are unmanned. More specifically, some 
researchers axe focusing on hovering type aircraft, or vertical take-off and landing (VTOL) aircraft. Since 
these types of aircraft do not need to be constantly in motion to maintain lift, they have certain advantages 
over fixed-wing aircraft. Suitable applications could involve aerial photography, atmospheric measurements 
or surveillance and defense. The most common type of VTOL aircraft is the helicopter. One disadvantage 
of this aircraft is the degree of danger involved due to  the exposed rotor blades. This is one motivating 
factor behind the ducted fan  system. This type of system uses a rotor which is enclosed in a aerodynamically 
shaped duct. The introduction of a duct also tends to increase the thrust obtained from the rotor, which is 
known as thrust augmentation. In traditional helicopters a tail rotor is used to counter the torque acting on 
the main rotor which is mainly due to the aerodynamic drag experienced by the rotor. To counter the rotor 
torque in the  ducted fan system, a second counter-rotating rotor can be used. The two rotors are placed in 
series which is also known as a coaxial rotor.

In order for VTOL aircraft to  be autonomous, a control system is required to  provide attitude stabilization. 
Using this type of control, a pilot could then direct the aircraft while the onboard controller performs the 
required action to  keep the aircraft stable and flying at the desired operating point. One crucial part in 
achieving this task is the requirement of accurate knowledge of the system’s attitude. To obtain information 
related to the systems attitude, a number of inertial sensors can be used. These sensors usually consist of 
accelerometers, magnetometers, and gyroscopes. All of these sensors are often used since each sensor has its 
own limitations.

A description of the system aerodynamics is given to describe the system forces and torques. Also, a thorough 
description of several forms of attitude representation is given. A PD controller for the attitude regulation 
has been successfully implemented based on the use of attitude estimation algorithms relying on the IMU 
signals.

Simulations and experimental results are given to  show the performance of the estimation and control 
algorithms. Also, a fully operational prototype has been developed which is used to  carry out experimental 
results.
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Chapter 1

Introduction

The idea of a hovering aircraft is not by any means a new idea. New advances in technology may have made 
it easier to develop some of the aircraft which we are familiar with, yet the history of vertical take-off and 
landing (VTOL) aircraft can date back centuries. In  fact, the concept of a man-operated hovering flying 
machine was suggested by Leonardo da Vinci in one of his sketches in the 15th century. Even Leonardo’s 
design was inspired by Archimedes (200BC) and ancient Chinese flying toys. Throughout the last couple 
of centuries a  number of inventors have developed aircraft prototypes of varying size and limited success. 
Yet, it wasn’t  until the introduction of the internal combustion engine when then idea of practically realistic 
VTOL aircraft materialized.

1.1 T he Coaxial Rotor
From the very first VTOL aircraft prototypes, designers were well aware of the requirement to  counter 
the torque created by the  spinning rotors. The most popular solution is the helicopter tail-rotor. One 
disadvantage of a tail-rotor is th a t power is wasted producing thrust which does not contribute to  the lift 
of the aircraft. In an effort to remove this waste of thrust, a number of early prototypes considered the use 
of two main rotors which ro tated  in opposite directions to cancel the aerodynamic torques, while each rotor 
contributed to the lift of the aircraft. This design, known as the coaxial rotor, was first patented by Henry 
Bright in 1859. Although they are less common, coaxial rotor helicopters and other VTOL aircraft have 
recently been developed for commercial and military use. One example of a coaxial rotor helicopter is the 
Russian Kamov Ka-50. In fact the Kamov company produced a series of coaxial helicopters of this type. A 
disadvantage associated with coaxial helicopters is th a t it is not usually practical to implement two engines. 
As a result a complex transmission, for example a planetary gearset, is used to spin the rotors in opposite 
directions and at varying speeds, all powered from the same motor.

A type of dual-rotor helicopter th a t is more common is the tandem  style helicopter. This helicopter uses 
two or more rotors th a t are spinning on different axes. A popular helicopter which uses this topology is the 
Bell Osprey V-22. Other helicopters have been designed where the rotors overlap, which is a cross between 
the coaxial and tandem  arrangements. W ith multiple-rotor systems, the airflow pattern  created due to  the 
rotor (known as the wake) can be considerably different than  th a t of single rotor designs. Also, in coaxial 
rotors, since the lower rotor is operating in the wake of upper rotor, it is less efficient a t producing th rust 
than  the top rotor. Considerable research has been focused on this area, for example [2].

1
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CH APTER 1. INTRODUCTION 2

1.2 T he D ucted  Fan
The ducted fan, as its name implies, is created by surrounding a fan, propeller, or rotor by a shroud. Since 
a rotating propeller creates a pressure distribution over the area of the propeller, vortices are created at the 
tips of the propellers resulting in a decrease in efficiency. By introducing a shroud around the propeller, 
the pressure distribution over the rotors is increased over an open rotor. This results in improved efficiency 
and greater thrust, which is known as thrust augmentation. This is especially true at low duct velocities. 
However, at higher velocities the improvement in thrust can be negligible or even be less than  an unshrouded 
rotor. This is due to the increased aerodynamic drag of the duct itself. Therefore, the use of ducted fans 
are more common in VTOL systems, which usually exhibit lower velocities. Another advantage stems from 
the fact th a t the rotors are no longer exposed, as is the case with helicopters. This feature can improve the 
safety of the aircraft, especially when smaller scale systems are used in close proximity to operators or other 
personnel. Ducted fans have been used as propulsive devices in a number of large-scale aircraft, for example 
the British Egley EA7 Optica shown in Figure ( l . l ) 1 and the Bell X-22 ducted fan aircraft.

Figure 1.1: Edgley EA7 Optica

The ducted fan is somewhat more popular for use with smaller scale systems, and a number of groups have 
used the ducted fan as the primary aircraft structure, for example [11], [18] and [27]. This is possible due 
to the advent of smaller and more powerful electronics which can enable these systems to  fly remotely or as 
fully autonomous systems. These systems are usually actuated with vanes or control surfaces at the exit of 
the duct, known as thrust vectoring. These control surfaces can vary from system to system since sometimes 
a single rotor is used requiring the control surfaces to counter the rotor aerodynamic torque. Therefore, on 
some systems some vanes may have more fins or increased surface area to  counter this torque while leaving 
overhead to  produce the required stabilizing torques on the other system axes.

These types of systems, as shown in Figure (1.2), have been the focus of several research groups due to 
the many potential applications where unmanned aircraft are desired or where human presence may be 
hazardous.

A main objective of this thesis is to  give a thorough description of the theory used to develop a ducted fan 
VTOL UAV. Since most, if not all, of the system forces are created by airflow inside and outside the system, 
some aerodynamic analysis is required to  anticipate the thrust due to the rotors, as well as the forces and 
torques generated by the control surfaces.

1 Photograph curtesy of Johan Visschedijk, 1000aircraftphotos.com
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CH APTER 1. INTRO D U CTIO N 3

1.3 A ttitud e Estim ation
To enable VTOL aircraft to operate autonomously, feedback is required which contains information about 
the systems attitude, or orientation, in order to  provide automatic control of the system. Typically, this 
type of feedback is obtained using inertial sensors such as gyroscopes, accelerometers and magnetometers. 
The study of attitude estimation from inertial sensors has been the  focus of many researchers due to  the 
high number of applications to  which it can be applied. Mobile robots, whether they exist in the air, on 
the ground or under water, can all use the same types of inertial sensors to  obtain estimates of the system 
orientation. Sophisticated aircraft navigation systems are not always available for small vehicles due to 
size and weight constraints, in addition to  the substantial cost. These systems can use high-quality inertial 
sensors in addition to other navigational systems such as GPS to  obtain accurate knowledge of the system 
attitude. Therefore, some researchers have focused on using low-cost sensors in addition to the use of adaptive 
estimation algorithms.

There are several forms of a ttitude representation which can be used to describe the system’s attitude. Among 
the most common are the quaternion, the direct cosine matrix, and Euler angles. A thorough description 
of these forms is given which is based on the work presented in [21], in addition to [6], [14], and [23]. This 
description includes the attitude  kinematics related to  the attitude representation. As a result, differential 
equations which describe the system attitude over time as a function of the system angular velocity are given.

One problem associated w ith the low cost sensors is the constant bias of the gyroscope signals, since inte­
gration of these signals results in drifting of the attitude estimates. However, knowledge of the gyroscope 
bias is not a sufficient condition to guarantee accurate accounts of the attitude. Therefore, alternative ways 
to  obtain attitude estimation in addition to the gyroscope is desired. One alternative is to measure the 
system attitude using low-pass inertial sensors. In general, this method provides accurate estimates under 
steady state conditions, or a t low frequencies. This is due to the fact th a t the  accelerometers are affected by 
physical accelerations of the system, and both  accelerometers and magnetometers have a limited bandwidth 
and are affected by noise. Furthermore, the problem of bandwidth is usually compounded with the effect 
of low-pass filters which are most likely implemented in the system to reduce the effect of noise and other 
disturbances. The relationship between frequency and sensor accuracy for the  gyroscopes is opposite to  th a t 
of accelerometers and magnetometers. The gyroscope signals tend to  be less accurate at low frequencies 
due to a pseudo-constant sensor bias. To address this relationship between frequency and sensor accuracy, 
complementary filters have been used to  fuse the different measurements.

1.4 A ttitud e Stabilization
The main difficulty of the attitude stabilization problem is obtaining accurate estimates of the system’s 
attitude. Still, controllers have been presented in the past which assume the system’s attitude is known. In 
[7] and [29] the attitude stabilization problem has been solved providing the  system attitude  and angular 
velocity are known exactly. In most cases, a PD controller is used where the proportional and derivative 
feedback are provided by the actual (or estimated) quaternion and system angular velocity, respectively. In
[26], a similar PD controller is presented which also provides compensation for the gyroscopic torques of the 
system.

Since knowledge of the system states is not always possible some authors have investigated attitude  stabiliza­
tion where the angular velocity is unknown, for example [12] and [24], Assuming th a t the system attitude
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is known and a biased angulax velocity measurement is obtained, a number of bias observers have been 
presented by [13] and [28]. An attitude  estimator has been presented by [20] assuming the angular velocity 
is known exactly and th a t system accelerations are small. Complementary filtering has been used with bi­
ased angular velocity measurements and measurement of the system attitude using low-pass sensors by [26],
[27], [13] and [5]. Different approaches to  the estimation problem have also been presented. These methods 
include optimal estimation methods and Kalman filtering. For example, in [9] an approach is used which 
evaluates the probability of a system’s orientation based on vector measurements. In [20] a Kalman filter is 
used with a switching topology th a t uses either the gyroscopes or the vector observations, depending on the 
frequency content of the input signals. In the case where the attitude and angular velocity are unknown, 
feedback of a ttitude estimates with PD control have been shown, experimentally (for example see [18] and 
[26]), to stabilize the system, yet theoretically this remains an open problem.

In general, angular velocity and low-pass a ttitude measurements are used in a ttitude  estimation. A significant 
portion of the literature assumes tha t either the system angular velocity or the system attitude are known. 
In this thesis, it is assumed th a t neither of these states are ideal. The work in this thesis is based on the 
work presented in [27]. Three different methods are shown which used biased angular velocity measurements 
and measurements from low-pass sensors to obtain estimates of the system attitude  and angular velocity 
sensor bias. In two of the three algorithms, a complementary filter is used. A number of simulations are 
given to  show the performance of the attitude estimation in a closed loop system with PD control. Some 
simulations axe given which show the effect of system accelerations, which deteriorate the quality of the 
measurement obtained from the low-pass sensors since accelerometers axe used. Finally, a description of a 
system prototype is given, which is used to test the theory and provide experimental results.
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Figure 1.2: Lakehead University Ducted Fan System
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Chapter 2

Aerodynamic Theory

For the proposed system, almost all system forces and torques are a result of the motion of air through 
and around the duct. An investigation of these aerodynamic forces is required to  explain qualitatively, and 
where possible, quantitatively the forces and torques which are acting on the system. The analysis presented 
is a summarized review of the work in [1], [8], [10] and [15]. Many assumptions and approximations are 
often used for aerodynamic analysis since effects such as turbulent flow and vortices are difficult to  predict 
and describe analytically. This leads to  extensive wind tunnel testing which is often used to verify the 
assumptions used for specific aircraft and to  measure the net aerodynamic forces. External disturbances 
can be avoided if operating indoors, yet practical aircraft should have the ability to  operate outdoors in 
the presence of unpredictable airflow. In order to maintain a desired position or velocity in the presence of 
unpredicted airflow, it can be useful for the aircraft controller to be robust or to include the effect of external 
forces (for example see [18]).

The first objective of this chapter is to review commonly used aeronautical terms and to give an introduction 
to  general aerodynamic forces. Usually the standard terminology is focused on fixed-wing or helicopter type 
applications, but can be easily applied to the ducted fan. This introduction is followed by a study of the 
relationship between the th rust produced by the rotor and the resulting airflow which it creates. The use 
of a duct around a propeller creates significant differences between a conventional helicopter and a ducted 
fan, which will be explored. Finally, an explanation of how forces and moments are created on an airfoil is 
given. This explanation can be applied to the rotor blades and control ailerons to quantitatively describe 
the forces and torques acting on the system.

2.1 Prelim inary
An introduction for some basic aerodynamic principles is given which is based on [1] and [15]. A simple 
airfoil is illustrated by Figure 2.1. A characteristic of this airfoil is tha t the upper surface contour is different 
from the lower surface. Many wings share this asymmetric shape which is known as camber. A dashed line 
shows the mean camber line, which gives the midpoint of the local thickness from the leading to trailing 
edges. The chord, c, is the shortest distance from the leading edge to the trailing edge of an airfoil. The local 
camber is defined as the distance from the chord line to the mean camber line, which is perpendicular to  the

6
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C H APTER 2. AERO D YN AM IC  TH EO RY 7

chord line. For airfoils with zero camber, the mean camber line is the same as the chord. The wing span, b, 
is the length of the wing, shown in Figure 2.1 w ithout the presence of an aircraft fuselage. The aspect ratio, 
A R , of a wing is a function of the span and the wing surface area, S, given by (2.1).

— m ean  c am b e r line

. . a _________

c ------------------

lead ing  e d g e  , ,  ..... * \

trailing e d g e

Figure 2.1: Airfoil Physical Parameters

Aspect Ratio -  A R  = — (2.1)
o

These physical descriptions can be applied to the ducted fan system by considering the duct as a circular 
wing, also known as an annular airfoil. Figure 2.2 shows the duct which encloses two propellers. The duct 
airfoil is shown using dashed lines which is the cross section of the duct. The airfoil chord is the same as 
the height of the duct. Since the duct does not achieve lift in the same manner as a fixed-wing aircraft, 
aerodynamic theory which addresses airflow over an airfoil does not apply to  the duct in the same manner. 
However, the propellers and control ailerons axe airfoils where conventional aerodynamic theory applies.

Figure 2.2: Duct Airfoil

When an airfoil is immersed in moving air, a flow field is created. An example of a flow field is given by 
Figure 2.3. The flow field describes the direction and velocity of the air surrounding the airfoil. The flow
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field is shown using a series of dashed lines, known as stream lines. Stream lines describe the motion of 
a finite fluid element within the flow field. By definition, the mass flow for a stream line has no normal 
component to  the stream line boundary, or in other words, a particle cannot cross a streamline since its 
motion is parallel to it. This flow field creates a pressure distribution on the lower and upper surfaces which 
results in aerodynamic forces.

Figure 2.3: Example of a Flow Field

To describe the aerodynamic forces, consider Figure 2.4 which illustrates an airfoil immersed in a moving 
field of air w ith a velocity v The angle of attack, a , is the angle between the direction of airflow and the 
chord line of the airfoil. The interaction of the air on the wing results in the net force F. This net force 
is decomposed into vectors which are perpendicular and parallel to the direction of the incoming air, also 
known as the free stream. These vectors are the lift, L, and drag, D. Since these vectors axe defined with 
respect to the direction of the free stream, the lift cannot be always considered to be exactly vertical with 
respect to the inertial or body-fixed frames of reference.

00

Figure 2.4: Resulting Forces of an Airfoil

In addition to  the lift and drag, the moment M  is caused since the pressure distribution on the upper and 
lower surfaces is not uniform. Figure 2.5 illustrates the effective non-uniform pressure distribution which 
results in the force F  and moment M . The forces on an airfoil are taken at a point along the chord line 
a t a distance x  from the leading edge. The value of x  where M  — 0 is known as the aerodynamic center 
of pressure. Due to the absence of M  a t the center of pressure, it is useful to use this point to  model the 
aerodynamic forces. For symmetric airfoils, the center of pressure is always located at a quarter of the chord 
length, or x  — c/4.
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Figure 2.5: Non-uniform Pressure Distribution

2.1.1 B ernoulli’s Equation
Although air is actually a gas, the movement of air can be modeled as a fluid. In fact, aerodynamics is 
a subset of fluid dynamics. One important and fundamental property of fluid dynamics is called dynamic
pressure. Dynamic pressure exists when a fluid, in this case air, has a net velocity greater than  zero. The
dynamic pressure, pd, is a function of the fluid velocity, v, and fluid density, p, and is given by

Pd =  | pv2 (2.2)

Another type of pressure is known as static pressure, p. This is the thermodynamic pressure or the pressure 
experienced by a fluid particle from the particle’s point of reference. A relationship between the static and 
dynamic pressure known as Bernoulli’s equation is given by

P + Pd =  constant (2.3)

Note tha t this is a  simplified version of Bernoulli’s equation since it does not account for the effect of potential 
energy as a  function of gravity.

Bernoulli’s equation is only valid for uniform, incompressible, inviscid (frictionless) flows where no energy is 
supplied to  the system. An example of an application of Bernoulli’s equation is shown in Figure 2.6, which 
illustrates air flowing through an arbitrary converging duct. Applying Bernoulli’s equation, the pressure and 
airflow velocity is considered at regions 1 and 2 within the duct by

Figure 2.6: Static and Dynamic Pressure -  Bernoulli’s Equation

Pi +  \p v  i = P 2 + ^ pv% (2.4)
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Since the velocity of the air must increase in a converging duct (assuming incompressible flow), the dynamic 
pressure in region 2 will increase. Since the sum of static and dynamic pressure is constant, the static 
pressure in region 2 is less than region 1. This example can be extended to  the airflow over a  wing. If the 
flow field velocity is known accurately over the airfoil, then the airfoil pressure distributions can be obtained. 
Since pressure is a force per area, the net force on an airfoil can be determined from the obtained pressure 
distributions. The challenge is then focused on determining the flow field velocity for a given airfoil.

2.1.2 Dim ensionless Coefficients
Often in aerodynamic theory dimensionless coefficients are used to describe the aerodynamic forces. Since 
the ducted fan system shares characteristics with fixed-wing aircraft as well as helicopters, these quantities 
cam be expressed differently. Since the lift and drag can change with respect to  the direction of the free 
stream, or the airfoil angle of attack, these coefficients are also a function of the angle of attack. Expressions 
for the lift and drag coefficients for an airfoil are given by

(25)

Cd = w k  (26)

where vrjo is the free stream velocity, and S  is the airfoil surface area. Another commonly used aerodynamic 
force is thrust. The convention shown for the thrust coefficient by

( 2 - 7 )

corresponds to  helicopter design, where T  is the thrust. Since the th rust for a helicopter rotor is related to 
the rotor speed, ui, rather than the free stream velocity, the thrust coefficient is given with respect to the
rotor speed and the rotor radius, R. The quantity A  is used to  define the rotor disk area, A  = n R 2. The
power coefficient, Cp, describes the ideal power consumed by the rotor with respect to the rotor speed and 
radius. Since P  = Tvi, the ideal power coefficient is related to the thrust coefficient by

C- = -  # 3 ' “ <2-8>

where aj, is a ratio of the rotor disk area to the duct exit area. Due to  unaccounted system losses, the actual 
power coefficient will be greater than the predicted or ideal value for a given value of thrust. To describe 
the induced power coefficient, Cp,, the aerodynamic power factor k is used (see [10]) as shown in

° Pi =  \p A { u R y  = (2-9)

Pi = kP  (2.10)

The Reynolds number, which is given by
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R e = ^  (2.11)
P

is a dimensionless coefficient which is used to estimate the quality or properties of an airflow over some 
airfoil, where p is the fluid density, x  is the length of the airfoil parallel to the flow stream, v is the airflow 
velocity, and p  is the fluid viscosity. Higher Reynolds numbers are attributed to turbulent flows or when the 
flow stream becomes separated (see Aerodynamic Forces on an Airfoil for description of flow separation).

The speed of an airflow or airfoil is often given in relation to  the speed of sound, vsoun^ (see Appendix). The
ratio of the airspeed to  the speed of sound, M , is known as the mach number. The mach number, given by

M  = — —  (2.12)
"V sound,

is useful especially when making assumptions regarding the compressibility of air. For mach numbers less 
than  unity, air is often assumed to  be incompressible, or p is constant.

2.2 Vertical Flight, Thrust, and the R esulting Airflow
It is obvious th a t the ducted fan system produces lift by drawing air through the duct by the propellers. 
In addition to  the air drawn by the propellers, other air can be forced into the duct due to  vertical climb 
(referenced to  body-fixed frame) or wind. Since the aerodynamic forces caused by the control ailerons are 
dependent on the airflow through the duct, a relationship between the thrust, motion of the aircraft and 
the resulting airflow is required. For comparison purposes, aerodynamic theory for a ductless system, or a 
helicopter, is presented followed by the introduction of a duct.

2.2.1 O pen Rotor Theory -  The H elicopter
According to  Newton’s laws of motion, the thrust (or vertical force) is the result of accelerating a mass of 
air. Figure (2.7) illustrates the movement of air through an open rotor. There are several different regions 
specified by a number within a circle. Region 0 is located at a distance sufficiently far above the rotor th a t 
the air is not affected by the rotor. In region 0 the air can be modeled to have a downward velocity of v$ 
which is used to  model vertical movement. In hover and in the absence of wind, one can assume that the air 
at a distance sufficiently far above the rotor has zero velocity, or Vo =  0. Below this region, air is drawn by 
the rotor and is accelerated through the rotor until it reaches the fully developed wake region. The velocity 
of the airflow just above the rotor is known as the induced velocity, V{. In the wake region, the velocity of the 
airflow is known as the exit velocity, ve. The region of moving air is called the slipstream which is identified 
by the dashed lines. For a system in equilibrium, for example hover, the slipstream is constant assuming 
no external disturbances. The propeller is modeled as a thin disk where a pressure differential occurs. An 
expression for the mass flow rate is given by

m  =  pAvi =  pAeve (2-13)

where vt and ve are the induced and exit airflow velocity, respectively. Assuming the induced velocity is 
uniform, irrotational, and the system is in equilibrium (for example hover), the mass flow rate  for the air 
moving through the rotor is constant. The mass flow rate through the rotor must be the same as the mass
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Figure 2.7: Open Rotor

flow rate a t the duct exit due to the conservation of mass. The rotor disk area and duct exit area are given 
by A  and A e, respectively. The force or th rust produced is equal to  the mass flow rate times the to tal change 
in velocity, which for a state of hover is equal to  the exit velocity.

T  = rh(ve — Vo) =  rn,ve (2 -14)

The velocity of the airflow can be determined using the change in kinetic energy over time, which is also the 
power supplied to the airflow. Since power is given as force times velocity, the power supplied to the air is 
the product of the rotor th rust and the induced velocity,

P  =  Tvi (2 .1 5 )

If the system losses are assumed to be negligible, the power supplied by the system is also equal to the 
change in kinetic energy A K E , of the airflow over time t, as shown by

„  A K E  1 . . . 1 . . .
P  =  — -—  =  -m { v e -  v0) =  -m v e (2 .1 6 )

Since the power supplied to the system must be the same for (2 .15 ) and (2 .1 6 ) , this yields a relationship
between the induced velocity and the exit velocity given by

ve =  2 Vi (2 .1 7 )

From the definition of the mass flow rate in (2 .1 3 ), this leads to a relationship between the rotor area and
the exit wake area. Also, from (2.14), a relationship between the thrust and the induced velocity is obtained, 
given by
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A e = ^  (2-18)

T  = mvi = 2pAv\ (2.19)

Bernoulli’s equation can also be used to determine an expression for the thrust. Since the propeller is
modeled as a th in  disk, the thrust produced can be given as the product of the pressure distribution over the
disk and the disk area. Bernoulli’s equation is applied for regions 0 to 1, and 2 to  3, but cannot be applied
for regions 1 to  2 since the propeller adds energy to the slip stream. This application of Bernoulli’s equation
leads to

P o= P i + ^p v f  (2.20)

P2 +  ^pvi = Po + (2-21)

T  = (p2~  P i )  A  = TjPAvg (2.22)

Comparison of (2.19) and (2.22) leads to the same conclusions given by (2.17) and (2.18). The area reduction 
of the wake is known as wake contraction which can be observed for real helicopters. The theory exaggerates 
the wake contraction since friction, non-uniform and rotational flow, which all consume power, are not 
accounted for.

2.2.2 Single Rotor D ucted Fan
As shown in [10], the same method used to analyze the airflow for a helicopter can be applied to  the ducted 
fan assuming certain duct induced effects are accounted for. Introducing the duct prohibits wake contraction 
until the airflow is outside the duct. If the duct is divergent, or the duct area is increased towards the duct 
exit, then the airflow tends to follow the direction of the duct contour due to  the coanda effect. The coanda 
effect is the phenomenon where a moving fluid tends to follow the contour of a smooth surface. As a result, 
the wake will have a larger area than th a t of a  helicopter. In addition to the th rust provided by the rotor, 
the duct provides additional thrust which can be attributed to  the pressure distributions above and below 
the propeller. For a helicopter, another source of inefficiency is attributed to  tip loss. Tip loss occurs due to  
the high pressure difference between the bottom  and top of the rotor. At the wing tips, air flows from below 
the rotor creating vortices. For a ducted system, provided the separation between the duct wall and the 
rotor is minimal, the vortices and tip  losses can be reduced. Another problem with the helicopter theory is 
tha t a single rotor introduces a rotational wake, where lost energy is not accounted for. The wake rotation 
will be reduced in the ducted fan system due to  the two counter-rotating propellers, also known as a coaxial 
rotor. As a consequence, the two propellers will create a very complex wake which may be turbulent and 
thus will still consume energy. A significant disadvantage of coaxial ducted fan system is th a t thrust will 
not be evenly divided amongst the two propellers.

Before considering a coaxial system, the momentum theory will be applied to  a single rotor ducted fan, 
which is illustrated by Figure 2.8. The area of the wake, A e, is given in relation to the propeller disk area 
using the ratio ad- The mass flow rate is now given as a function of the exit area by
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Figure 2.8: Single Propeller Ducted Fan

A e — (ifiA

rh = pAvi =  pa,dAve

(2.23)

(2.24)

(2.25)Vi =  adve

The total th rust is the sum of the propeller or fan thrust, and the force experienced by the duct

T  =  T f a n  +  T d u c t  (2.26)

The total system thrust is used to determine the acceleration of air in the slipstream for a hovering state 
(•v 0  - 0) .

T  =  m (ve — v0) =  rhve

T  =  padA v t  =  p — vf
Q*d

T a d
pA

(2.27)

(2.28)

(2.29)

Applying Bernoulli’s equation to regions 0 to  1, and 2 to 3,
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Po +  =  Pi +  (2-30)

P2 +  l p v f  = P o +  IpVe (2-31)2 2

an expression for the fan thrust is given by

T f a n  =  (P2 -  P i ) A  =  \ p v 2e A  (2.32)2

T f a n  _  _ J _
T  2 ad

(2.33)

The above equations for the ducted fan are the same for the helicopter when ad =  0.5. As shown in (2.33), 
increasing the wake area will increase the thrust experienced by the duct. For a given thrust, increasing the 
wake area lowers the required induced velocity. Since the required power a t the propeller shaft is P  =  T v i , 
increasing the wake area lowers the power required to  hover. Since this is an ideal case, the theory tends to 
exaggerate the contribution of thrust by the duct. There are physical limits to the extent of which the duct 
exit area can be increased to obtain additional thrust. A phenomena known as flow separation can occur 
due to excessive duct exit areas where the airflow does not conform to the surface of the duct which nullifies 
the duct induced effects.

2.2.3 D ual Rotor D ucted Fan
Consider Figure 2.9 which illustrates the dual propeller or coaxial ducted fan. A study performed in [2] 
showed th a t for a coaxial helicopter the distribution of th rust on the propellers was dependant on the ratio 
of the vertical separation of the rotors to  the rotor diameter. This effect is worsened for the coaxial ducted 
fan since the duct further restricts the airflow to the lower rotor. To reflect the distribution of thrust, the 
thrust for the upper and lower rotors is given by T\ and T2 , respectively. The to tal propeller thrust is then 
given by

T f a n  = T \ + T 2  (2-34)

Since both rotors have the same area, both the mass flow rate and airflow velocity must be equal for both 
rotors. The airflow velocity for both rotors is then given as the induced velocity. The thrust for each rotor
contributes to  the resulting induced velocity, even though there is no change in velocity from the top to
bottom  rotors. Therefore, the total fan thrust is given as the sum of the two individual rotor thrusts by

The mass flow rate for the duct is given in terms of the induced and exit velocity

m  =  pAvi =  padA ve (2.35)

Vi =  adve (2.36)

Applying Bernoulli’s equation for regions 0 through 5, we obtain
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Figure 2.9: C oaxial Ducted Fan

Po =  Pi +  -Vi

P2 +  j  Vi =  P3 +

P4 +  ^ =  Po +  2 Ue

(2.37)

(2.38)

(2.39)

The top and bottom  rotor thrust, Ti and T2 are found using the pressure differences across regions 1 to 2, 
and 3 to 4, respectively,

T \  =  (p 2 -  P i ) A (2 .4 0 )

T2 =  (p4 vT)A (2.41)

From (2.38), since the velocity of the airflow between the rotors is the same, there is no change in pressure. 
As a result p2 =  P3 ■ To find the to tal rotor thrust T) and T2 are combined given by

T f A N  — T i + T 2 =  (P2 — P i +  P 4 — P 3 ) A \p A v \ (2.42)

The result for the total rotor thrust for the coaxial ducted fan is the same as (2.32), which was obtained 
using a single propeller. Although this is an ideal case, this result suggests th a t the airflow through a coaxial 
ducted fan can be approximated by a single rotor w ith a total thrust Tf a n -
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2.2.4 Vertical Climb and D escent
In [10] and [19], an analysis of a rotor is given when in a state of vertical climb or descent. During vertical 
climb or descent, the duct will experience airflow due to movement in addition to  the induced velocity. 
During a climb, the airflow due to movement contributes to the induced velocity since both have a downward 
direction. During a descent, airflow due to  movement flows upward which opposes the downward induced 
velocity. This creates a turbulent flow where momentum theory cannot be applied. This turbulent region 
exists until the rate of descent exceeds the exit wake velocity. For a propeller producing 10/6s of th rust 
with a rotor area of 0.1m2, the induced velocity is approximately 19m /s .  If the exit velocity is assumed to 
be equal to  the induced velocity, or A e =  A, then this corresponds to a vertical descent of approximately 
69km /hr. Since the rate of descent will rarely intentionally be in excess of 6 9 km /h r , the system will always 
be in a state of turbulent airflow during descent. Regardless of airflow, the vertical acceleration of the system 
can be modeled using the current thrust. The difficulty exists for determining thrust in turbulent airflow. 
If the rate of descent is controlled to  be negligible w ith respect to  the induced velocity, then the turbulent 
flow is also negligible and the thrust is obtained as if in a state of hover.

During a vertical climb the main objective is to determine the net airflow through the duct to determine the 
aerodynamic forces applied to the control ailerons. To include the airflow due to  vertical movement, va, the 
expression for the mass flow rate is modified as follows

m =  pA e(ve +  vQ) =  pA(vi +  v0) (2.43)

An expression for the to tal thrust, as a function of the mass flow rate and the overall acceleration of the 
airflow, is given by

T  — rh(ve +  vQ) — rhv0 =  m ve =  pa^Av2 (2-44)

The conclusion from the dual-rotor ducted fan model is tha t it can be approximated using a single-rotor
model. Applying Bernoulli’s equation for a single-rotor ducted fan in vertical climb we obtain

Po +  ^ p (v 0 +  Vi)2 = p i  +  ^ p (u 0 +  Vi) 2 (2.45)

P2 + 7}P(v0 + Vi)2 = p 0 + \p { vo +  ve)2 (2.46)

which leads to  an expression for the rotor th rust which is given by

T fa n  = (jp2 -  P i)A  =  i pve(ve +  2v0)A  (2-47)

Comparison with (2.44) yields the ratio between the rotor thrust and the to tal thrust given by

^  = i ( 1+! r )  <2-48>

For a state of hover, or v0 =  0, the result given by (2.48) is the same as previously given in (2.33). Despite
this similarity, the new result is concerning since it does not have an upper bound which suggests the to tal
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thrust is less than  the fan thrust, or the duct impedes high rates of climb. A solution for the induced velocity 
is found from (2.47) and (2.44) using the quadratic formula given by

Vi = - a dv0 +  \ l a 2dv l  +  2adT^AN ^  4g^

Vi
ve = —

Q>d
(2.50)

The negative result is disregarded since the induced velocity must be positive. The given airflow over the 
control ailerons will be the sum of the induced velocity and the velocity due to  the vertical climb. For a 
state of hover the expression given by (2.49) becomes

2ô T f a n
Vi(Vo = Q) = \ l - ^ - (2-51)

Recall for a state of hover the ratio of the rotor th rust to the total thrust is given by .

T f a n  _  1 
T 2dd

which leads to

(2.52)

v,(v0 =  0) =  y  (2-53)

The result given by (2.53) is the same as the previous result given by (2.29). This comparison is encouraging 
since (2.29) was obtained using momentum theory, where (2.53) was obtained using Bernoulli’s equation. 
Despite the similarity, both results are mere approximations to  the airflow within the duct since system 
losses are not modeled. Another source of error for Bernoulli’s method is the assumption th a t the static 
pressure in the wake region is not affected by the wake velocity, although this approximation was also used 
by [10].

2.3 A erodynam ic Forces on an Airfoil
There are a  number of methods which are commonly employed in the field of aerodynamic analysis, or more 
generally, fluid dynamics. In general, these methods mathematically describe the contour of a wing which 
establishes a boundary condition for differential equations describing a flow stream. One particular set of 
differential equations which can also describe fluid properties such as compressibility and viscosity is the 
Navier-Stokes equations. The Navier-Stokes equations are superior in their ability to model fluid dynamics, 
but are usually too difficult to solve analytically. The study of computational fluid dynamics involves the 
solution of complex differential equations by numerical methods. For analytical solutions, the difficulty 
involved in theory is usually overcome by making assumptions of the flow stream and on the airfoil. An
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assumption valid for flow streams moving a t a velocity less than  the speed of sound (M  < 1), is th a t the 
flow is incompressible. For this case the resulting simplified equations are known as the Euler Equations. 
Further assumptions can be made involving the angle of attack for an airfoil. Two independent researchers, 
Joukowski and K utta, worked at the beginning of the 20th century in the field of aerodynamics. Unaware of 
each others work, they both suggested th a t the lift on an airfoil can be modeled by a circulation of air around 
the airfoil. This method is now known as the Kutta-Joukowski theorem, and is an effective and relatively 
easy method for determining the lift on an airfoil for small angles of attack. Two useful references were 
used to formulate the proposed aerodynamic theory for flow over an airfoil (see Anderson [1] and Katz [8]). 
Anderson provides a clear and thorough development of aerodynamic theory where Katz is more abstract 
and involves more rigorous mathematics which can be used to  prove some of the theorems listed above.

An application to classic aerodynamic theory is required to determine the force which will be exerted on the 
control ailerons. The Kutta-Joukowski theorem is given by

\  = pVaoT a  «  1 (2.54)
o

where Voo is the velocity of the flow stream, and T is the total circulation around the airfoil. This is 
only valid for small angles of attack, otherwise known as the small disturbance theorem. This theorem is 
usually applied to two-dimensional approximations which gives the lift per unit span, or L/b. A  proof of the 
Kutta-Joukowski theorem is given by [8] using the small angle theorem (a  < <  1) in addition to Bernoulli’s 
equation.

Figure 2.10: Thin Sheet Airfoil

Consider Figure 2.10 which shows a thin sheet immersed in a flow stream at small and large angle of attack. 
Figure 2.10(a) shows the airfoil a t a very small angle of attack which results in a smooth laminar flow on 
the upper and lower surfaces of the sheet. Figure 2.10(b) shows the same airfoil at a larger single of attack. 
As the angle of attack increases the air does not conform to the surface of the airfoil. This results in flow 
separation and turbulent flow on the upper surface of the airfoil. As a consequence the pressure distribution 
on the upper surface increases and lift deteriorates. This is known as airfoil stall and occurs at very low 
angles of attack due to the abrupt leading edge. For a thin sheet, vortices can begin to form well before the 
stall angle, a max, which gradually increase until stall occurs.

The th in  sheet is sometimes desired due to physical simplicity and the minimization of drag. Consider Figure
2.11 which illustrates a thin sheet airfoil versus a symmetric airfoil of similar chord and angle of attack. Since 
the symmetric airfoil does not have an abrupt leading edge the air is able to conform more to  the curved 
surface than  the thin sheet. The circulation T for airfoils is shown by the literature to  be dependant on 
the camber line of the airfoil. Therefore, symmetric airfoils will generate the same amount of lift as a thin 
sheet. The drag for a symmetric airfoil is also suggested to  be negligible for small angles of attack. The
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Thin S h e e t Sym m etric Airfoil

Figure 2.11: Thin Sheet versus Symmetric Airfoil

2 na

Sym m etric Airfoil

Thin S h e e t

1C 15 180
n

Figure 2.12: Lift Coefficient for Thin Sheet vs Symmetric Airfoil

superior airfoil then is the symmetric airfoil since it has a larger stall angle (see [l]). For a thin sheet, the 
stall gradually occurs but the stall angle is taken to be approximately a max = 0.157rad (9°). The stall for 
a symmetric airfoil occurs more abruptly which gives a more linear relationship between the angle of attack 
and the lift. The stall angle for a symmetric airfoil is approximately a max = 0.262rad  (15°). There is an 
improvement of the range of angle of attack for the symmetric airfoil over the thin sheet by 67%. Figure
2.12 gives an example of lift coefficients for a thin and symmetric airfoil. This figure is used to demonstrate 
the discussed effects qualitatively and should not be used to obtain values for lift coefficients (for more detail 
see [1]).

For laminar or non-turbulent flow, the air velocity distribution on the surfaces of the wing can be modeled 
as a circulation of air, T. For turbulent flows, the circulation is disturbed and the Kutta-Joukowski theorem 
(2.54) does not hold. For non-turbulent flows, the circulation is given by

T -  rracVoo (2.55)

which is developed by the condition th a t the circulation must provide a vertical flow such tha t there is no
normal component of the air velocity on the surface of the airfoil. Using (2.54), this results in a description
of lift as a function of the span b and airfoil chord c, given by

L = irbcpV^a  (2.56)

The lift coefficient for the case of a thin or symmetric airfoil at low angles of attack is given by

Cl = t 4 - I  =  2-rra (2.57)
kpAv*
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where the lift curve slope, a, is given as the change in the lift coefficient with respect to the change in the 
angle of attack,

a =  =  2tt (2.58)
oa

This is an ideal case since the lift coefficient is affected by the airfoil Reynolds and Mach numbers. In [19] 
an experimentally obtained value of a = 5.73 is used to incorporate losses such as turbulent flow due to high 
Reynolds number. For high sub-sonic Mach numbers, the value of a can also increase.

The lift curve slope for cambered and symmetric airfoils are both equal to  2-k . The difference of a cambered 
airfoil is th a t lift is produced at zero angle of attack as well as differences in the stall characteristics. If a Q 
is the attack angle at which the airfoil produces zero lift, then the lift coefficient is given by

Ci — a(a  -  a 0) (2.59)

2.3.1 Flapped Airfoil
Although the symmetric airfoil has shown to be a dramatic improvement over the th in  airfoil, it is still 
limited to a small range of angles of attack. Another type of airfoil which offers improvements to avoiding 
flow separation is the flapped airfoil. The circulation theory and the K utta  Joukowski theorem was applied 
to a flapped airfoil by Katz (see [8 ]). An example of a flapped airfoil is shown by Figure 2.13. The hinge 
point of the airfoil is located at a fraction of the airfoil chord, kc.

00

Figure 2.13: Flapped Airfoil

The angle of attack of the airfoil with respect to  the direction of the airflow is a , and the flap angle is given
by 5. Using this convention the lift and moment at the leading edge of the airfoil are given by

CJ =  2 , r ( a  +  * ( l - £  +  “ ^ ) )  (2.60)

<~'m = \  ( a  +  ^ ~  ~if)  +  ~7T Sin^fc ~~ ^  sin2^  (2-61)

respectively, where
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6k =  cos- 1  (1  -  2k) (2.62)

The aerodynamic center or center of pressure is not necessarily at the quarter chord position for a flapped 
airfoil. The point on the airfoil where no aerodynamic moment exists is given by a;. This point is used to 
model the forces and torques applied to the system center of gravity, which is given by

x =  ^  (2.63)

Since it may not be physically feasible to perform both angles a  and S,  the leading portion of the airfoil can 
be fixed at zero angle of attack or a  =  0. The new lift and moment coefficients are given by

Ci = 25 (7r -  6k +  sinflfc) (2-64)

Cm =  ^ ( t t  -  6k +  2  sin 6k -  ^  sin 26k ĵ (2.65)

which results in a fixed center of pressure given by

1 2  sin 6k sin 26 k
x  = i  + 8 ( » - 8 , + ; s , « 5  (2-66)

The resulting lift located a t the center of pressure is given as a percentage of the airfoil chord by

L  =  i Cipbcv2 (2.67)

where b is the span of the airfoil, and v is the airflow velocity.

2.4 R otor Blade Elem ent A nalysis
A method is shown in [10] and [19] which uses the results obtained from analysis of an airfoil at a low angle 
of attack can be applied to  the rotor blades to determine the resulting th rust as a function of the rotor 
angular velocity w. Consider Figure 2.14, which is not drawn to scale, th a t illustrates the geometry of the 
rotor blade in addition to  the airflow across the blade.

The rotor blade is assumed to  be rectangular in shape and has a blade pitch given by 6, chord c, and radius 
R. The local blade radius is given by r. The illustration shows there are two components to the airflow 
across the blade. These components are the local blade velocity, tor, and the vertical velocity due to  the 
induced velocity Vi and the vertical airflow due to vertical duct velocity, va. A dimensionless quantity which 
gives the to ta l vertical airflow velocity with respect to  the blade tip speed, or uiR, is called the inflow ratio 
and is given by

A = ^  (2 .6 8 )
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Figure 2.14: Airflow and Rotor Geometry

Since the airflow has a downward component, the angle of attack, a, is reduced by the angle <f>,

a  = 6-4>  (2.69)

Since the rotor is required to spin at a very high velocity, an assumption is made th a t u r  »  V{ +  vot or 
<j> «  1 , and

Vi +  v n
tan <j> = --------- «  <fi (2.70)

u>r

This is used to express the inflow ratio as a function of the angle <f> which is given by

x = V_i±VoT =
u>r R

where x  is the ratio of the local radius to the total radius

x = ~  (2.72)

Since the angle is assumed to be small, the rotor th rust is then equal to the airfoil lift. Using the result
given by (2.56), the incremental lift of a  rotor blade is expressed as a function of the increment in rotor area
by

dS = cdr (2.73)

dL = ^pC i(ur)2dS  =  ipC ((w r)2cdr (2.74)

Since the lift is assumed to be collinear with the thrust, the change in the th rust coefficient is now given due 
to the change in lift by
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dL  / n c R \  ( r \ 2 dr
^  =  R  (2'75)

where n  is the number of blades, and A is the total rotor disk area, or A  =  ttR 2.

The rotor solidity ratio, a, is the ratio of the actual blade area over the to tal rotor disk area

(2-76>
The thrust coefficient given by (2.75) is given using the rotor solidity ratio as well as the local radius ratio, 
x, by

dCT =  <jCtx 2dx  (2.77)

An expression for the lift coefficient, Ci, was previously given by (2.59). The local lift coefficient is dependant 
on the local angle of attack. The angle of attack depends on the local blade pitch, 0, and the inflow ratio, 
A. Most rotor blades are twisted, or have a different value of pitch depending on the local radius. A linear 
approximation to  the twist is given by

0 = 0r5 +  (x  -  O.75)0r (2.78)

where 6r is the constant linear rate of twist per unit rotor length, and #75 is the value of the blade pitch at 
75% of the to ta l rotor radius. Assuming tha t the rotor blade is a symmetric or non-cambered airfoil, the 
local lift coefficient is then given by

Ci =  aa  =  a(6-<t>) =  a(075 +  (x  -  O.75)0r -  -  (2.79)
X

which results in the incremental thrust coefficient given by

dCT = <?a ^ 7 5  + { x -  O.75)0r -  ^  x 2dx  (2.80)

The induced velocity v, was previously assumed in momentum theory to  be uniform over the entire disk area. 
There are methods suggested in the literature which attem pt to model a non-uniform inflow ratio. For these 
models, the equation given by (2.80) are nonlinear which must be solved numerically for a specific rotor. To 
determine a  general expression for thrust, a reasonable assumption is th a t the inflow ratio is constant, or the 
induced velocity is the same for every value of rotor radius. Since an increase in inflow ratio will decrease the 
angle of attack and thus decrease the thrust, this approximation is conservative since it under predicts the 
thrust coefficient. However, the assumptions on incompressible, irrotational, inviscid flow in addition to  the 
assumption th a t the th rust and lift have the same direction tends to predict thrust values which are greater 
than  actual values. These over predictions dominate over the under prediction for the inflow ratio. Assuming 
the inflow ratio  is constant, the incremental thrust coefficient is integrated over the range of 0  <  x  < 1 which
further assumes th a t the rotor extends into the center of rotation. This results in a thrust coefficient of
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CT = a a [ 9- f - ^ j  (2.81)

This approximation is justified since the contribution to lift for values of radius near the center of rotation 
is negligible. The thrust is related to the thrust coefficient by (2.7). The thrust is then given as a function 
of the rotor angular velocity, u> by

1  o ( vi +  v° \  Y  .2T  =  -crapAR  ^ 2 0 7 5  -  3 J  w (2 -82)

It is clear from (2.82) tha t the thrust is reduced during a climb (va > 0), and increased during descent 
(v0 <  0). Furthermore, for a given rotor velocity the degradation in th rust is proportional to the velocity 
v0 (AT oc I f  A v 0). Equation (2.49) shows th a t the induced velocity is a function of v0 and T. Since there 
are different expressions for the induced velocity for conditions of climb and descent, it is difficult to obtain 
a general description of the thrust for all operating conditions. If the duct vertical velocity (with respect 
to the body frame) is negligible when compared to  the induced velocity, a  simplified version of the thrust 
can be obtained. For a system with A  =  0.1m2, T f a n  =  44.57V (101b), the induced velocity is 19.3m /s or 
69km /h .  Assuming the duct vertical velocity is relatively small, or Vi »  v0, the system can be assumed to 
be effectively in a hovering state where the induced velocity is given by

t* =  (2.83)

The contribution by v0 is discarded resulting in the description of thrust by

T  =  2 /A sw 2 - 3 p ^ - . [ ^ V f  (2.84)
i t  V p A

p — ^crapAR2 (2.85)

where p  is a constant used for convenience. Since the result given by (2.84) is quadratic in form a solution
for \ /T  is given by

^ - ( - i V ^ + T O + w T  ( m >

where the negative result is discarded since the th rust must be positive. By squaring the above result we 
obtain

T  =  kTat2 v0 «  Vi (2.87)

i (2 .s8 ,
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which shows the thrust to be proportional to the square of the angular velocity w, by the proportionality 
constant hr, given tha t the vertical climb or descent of the duct is negligible with respect to  the induced 
velocity. This gives the thrust value of the rotor only, where the total th rust on the system is given by the 
rotor thrust and the duct thrust.

2.5 Power A nalysis and R otor Drag
The procedure used to determine the thrust as a function of the rotor speed u> can be applied to  determine 
the to tal torque acting on the rotor. Since the thrust is not perfectly oriented in the desired direction of 
thrust, a small contribution of the thrust is also attributed  to an additional drag force on the rotor known 
as induced drag, or the drag due to lift. A second source of drag is the profile drag, or frictional drag which 
is neglected in most of the theory thus far. The increment in rotor torque as a function of the change in lift, 
inflow angle (f>, and change in frictional drag coefficient D j,  is given by

dQ = r(<pdL + dD f )  (2.89)

A more convienient analysis of the rotor torque is related to the rotor shaft power. In general, power is 
related to torque by

P  =  Quj (2.90)

and the ideal power, P,  is given by

P  = T v t (2.91)

which is the power predicted from ideal conditions. The ratio k was previously suggested to  account for the 
non-ideal characteristics or losses such as rotational turbulent flow, as well as to account for the assumptions 
required to determine the thrust. The power estimate which includes these losses is known as the induced 
power and is given by

P, =  kP  (2.92)

where the literature suggests tha t k can be assumed to have a value of 1.15 [19]. The frictional drag
coefficient is often considered to be a constant or average value. In [10] an approximation to  the frictional
drag coefficient is suggested which is given by

Cd =  0 .1166Pe-°'2 (2.93)

where Re refers to the Reynolds number at 3 /4  of the radius. In [19] a frictional drag coefficient is given as 
a function of the average blade pitch by

(2 94)

The incremental drag coefficient is given as a function of the local radius r  by
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dD =  ^ Copc{ur)2dr (2.95)

The resulting torque is then the product of the drag increment, the local radius, and the number of blades
given by n

dQ =  rndD = ̂ C'DPncw2r i dr (2.96)

1 f R 1
Q =  - n C o p c u 2 I r3dr = n-CppcPtAJ2 (2.97)

2  Jo 8

from which the profile power or the power consumed by drag is found in light of (2.90) by

P0 = \n C p p c R i uj3 (2.98)
8

The total power, or power applied at the shaft, Pa, is given as the sum of the induced power and the profile 
power by

Pa =  kP  + P0 (2.99)

A measure of efficiency for helicopter type systems is known as the figure of merit, or F M ,  which is given
by

(2 . io o )

The resulting applied power coefficient, Cpa, is then given as a function of the th rust coefficient by

Cp  =  |  pA{uR)3 =  \p A {w R Y  =  ° Q (2'101)

An inteii ,g characteristic is th a t the thrust coefficient is equal to  the torque coefficient as shown by

CPa =  K ^ f C * /2 + ^ a C D (2.102)

Having obtained a value for the frictionJ skin coefficient, the to tal resulting torque is given by

i
Q = - C p o A R ? J 2 (2.103)

Furthermore, the total applied power can be found and used to size an appropriate power plant for the 
system.
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2.6 System  Forces D ue to  External Airflow
In addition to  the airflow induced velocity and velocity due to climb, external airflow can cause aerodynamic 
forces on the duct. This external airflow can be caused by motion of the aircraft or by wind. Consider Figure 
2.15(a) which gives a general case of the system a t an arbitrary orientation. The net effect of all external 
wind is given by the vector vext, which is taken with respect to the body-fixed frame. The external airflow 
can be separated into two vectors which are parallel and perpendicular to  the body-fixed z axis, given by 
vxy and vz , respectively. The airflow component which is parallel to  the body-fixed z axis is analogous to a 
vertical climb in a hover state. The resulting airflow through the duct due to the induced velocity and vz 
can be modeled as discussed previously in the section on vertical flight.

ext

Figure 2.15: External Airflow

The perpendicular component, namely vxy produces a resulting force in addition to the moment rxy. The 
force Fxy is not caused by traditional lifting theory, rather is caused by friction between the airflow and the 
duct. If the force FXy is known then the orientation of the aircraft can be used to determine the corresponding 
lift and drag as illustrated in figure 2.15(b).

Figure 2.16: Airflow Normal to System
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T,fan

V xy

Figure 2.17: Non-uniform Thrust Distribution Due to Airflow

The moment rxy is caused mostly by the non-uniform distribution of airflow through the duct but can also 
be caused by the control ailerons acting as a lever arm. The principal cause of this torque was previously 
studied (see [4]). When there is airflow normal to the duct opening, more air is directed into the rotor on 
the downwind side of the duct. This creates a non-uniform thrust distribution on the rotor which produces 
the moment Txy. If the airflow is a result of aircraft velocity, this torque will tend to counteract the angle of 
attack used for forward flight. As the aircraft velocity increases the torque also increases which creates the 
tendency for the duct to rotate back toward the hovering state. If the airflow is due to wind, then the torque 
will cause the duct to  rotate such tha t the thrust is directed down-wind. This results in both the wind and 
the duct angle of attack contributing to the forward motion of the duct.

2.6.1 M odeling of External Forces
Aerodynamic analysis of the force Fxy due to the airflow over the duct, nose, and tail of the system would be 
very complex due to the physical geometry. This force can be approximated by assuming th a t most of the 
drag is due to  the large duct surface area which can be further approximated as an airflow over a cylinder. 
Experimental research of drag coefficients is given in [1] for a cylinder as a function of the Reynolds number 
(see [1] pg. 257). The result of this research is th a t the drag coefficient of a  cylinder is approximately equal 
to 1.2 for a  range of Reynolds number from 100 to  2.5 x 105. For an outer duct diameter of 19 inches 
(d =  0.4826m), the Reynolds number is more specifically given by (2.104), which limits the normal airflow 
velocity to  8 m /s ,  or 29km /h .  After this velocity there is a significant decrease in the drag coefficient of 
a cylinder. The drag coefficient is given with respect to the projected surface area, or the product of the 
duct chord, Cduct, and the duct diameter, d. Using this approximate model the force on the duct is given by 
(2.106). The direction of the force is in the opposite direction as the perpendicular airflow vxy.

Re  =  ^ v  =  31232u (2.104)

CD = x D -  «  1.2 0 <  v <  8 m / s  (2.105)
2 pAl)
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Chapter 3

Aircraft A ttitude Representation

When describing the motion of the aircraft, or more generally any body of mass, the translational motion as 
well as the rotational motion must be defined. The objective of this chapter is to  review the required m ath­
ematical background to  describe the rotational motion of a rigid body. The study of attitude representation 
is common in texts dealing with robotics (for example see [6 ], [14], and [23]). A paper which deals exclusively 
with a ttitude representation is given by Shuster [21], which the majority of the work in this chapter is based 
on.

In order to describe a single rotation, two frames of reference are used. W hen describing the attitude of a 
moving rigid body, these two frames are often referred to as the inertial frame and the body-fixed frame. 
The inertial frame of reference does not move, and is considered to be a set of axes positioned a t the aircraft 
point of origin rigidly attached to the earth. A second set of axes is rigidly attached to the aircraft center of 
mass which defines the body-fixed frame. The orientation of the aircraft is then described by the difference 
between the inertial and body-fixed frames.

3.1 T he D irect Cosine M atrix
A common method used to  describe rotations between two frames of reference is the direct cosine m atrix
(DCM), which is also often referred to  as a rotation matrix. To demonstrate how a rotation m atrix is
determined consider the case shown in Figure (3.1) which illustrates a rotation about the z  axis.

Xb = cos Ox +  sin Oy
j)b =  —sin Ox + cos Oy (3.1)
Zb =  z

The illustration shown in Figure (3.1) in addition to  (3.1) describe the transformation of a set of axes 
( x  y  £ ) to a second set of axes ( Xb yb Zb )■ The equations given in (3.1) can be expressed in m atrix
form.

— sm

31

(3.2)
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Figure 3.1: R otation about the z axis

At this point, it is necessary to introduce notation for the direct cosine m atrix .1 Since rotation matrices 
describe a transform ation between different frames, it is often useful to identify the original frame and the 
resulting frame.

resu lting fram e . b ̂  

origin fram e °

We can obtain the direct cosine matrix representing a rotation about the z  axis by an angle #, which is given 
in (3.5). Similar arguments can be made for rotations about the x  and y  axis which yield the direct cosine
matrices given in (3.3) and (3.4), respectively. Note th a t rotations can also occur on any axis, and not just
on the orthogonal axes described here.

( 1 0 0 \bR(x ,8)  =  I 0 cos # sin# I (3.3)
\  0  — sin# cos# J

os # 0  — sin # \
boR ( y ,0 ) =  I 0 1 0  (3.4)

C O S # 0 — sin#
0 1 0

sin# 0 cos #

cos# sin# 0

— sin# cos# 0

0 0 1

bR(z ,8)  = I — sin# cos 8 0 1 (3.5)
V 0 0 1 /

In general, any vector which is given with respect to  one set of axes, can be found as a function of a second
set of axes. The direct cosine m atrix can be used to describe the transformation of a vector as shown by

ub  = a R  ua (3-6)

1DifFerent conventions for rotations are often found depending on the author. This often creates some discrepancies between 
w orks e sp e c ia lly  w ith  th e  re la tio n s h ip  b e tw ee n  R  a n d  R ? . T h r o u g h o u t  th is  th e s is , th e se  d iffe ren ces  w ill b e  a d d re ss e d  a n d  c a re  
will be exercised to be specific as to which form is utilized.
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For any rotation, if we take two arbitrary set of axes where frame {a} is given with respect to the axes 
( x a Va Za ) and frame {6 } is given with respect to the axes ( x b yb zb ) - then the rotation m atrix 
which describes the transformation from frame {a} to  frame {6 } is given by

baR = { x >  y> z> ) (3.7)

where x ' , y ' , and z' are unit vectors which satisfy:

x': The coordinates of the axis x a expressed in frame {6 }. 

y The coordinates of the axis ya expressed in frame {b}. 

z'\ The coordinates of the axis za expressed in frame {6 }.

Mathematically, this can be expressed as dot products of the unit vectors.

(Xa-Xb \  f  Va-Xb \  (  Za-Xb \
Xa-Vb 1 y' = I Va ■ Vb I z' =  \ za yb \ (3.8)

X a -  Z b )  \  V a - Z b  /  \  Za - Z b J

Due to the relationship between a rotation matrix and an orthogonal set of axes in Euclidean space, it is 
included in a special family of matrices, or M € 5 0 (3 ), which is known as the special set of linear orthogonal 
equations in 3 dimensions. Due to the nature of this set, the rotation m atrix has some unique properties.

\\R\\ = 1 (3.9)

R ~ l = R T => R R T = R TR  = I  (3.10)

In terms of a transformation between frames:

BAR T =  I R - 1 =  * R  (3.11)

If any two rotation matrices, or matrices belonging to 5 0 (3 ), are multiplied, the product will also be a 
rotation m atrix belonging to  5 0 (3 ). Consider the special case where the rotation matrix R  is multiplied by 
its inverse, or transpose, resulting in the identity matrix, I. The identity m atrix must then be a rotation 
m atrix belonging to the set 5 0 (3 ). The identity m atrix is a rotation m atrix which describes a null rotation, 
or when two frames of reference are coincident.

Since rotation matrices must be orthogonal, problems can arise when using inertial sensors or in computer
simulations where the obtained rotation m atrix contains errors. These errors cam be a result of noise,
misalignment of sensors, or accumulative computational errors. Under these circumstances the obtained 
rotation m atrix may not be perfectly orthogonal. The Gram-Schmidt Orthornormalization algorithm, which
is discussed in [16], is an extension of the Gram-Schmidt Orthogonalization algorithm, tha t modifies a set of
vectors to  be perfectly orthogonal with respect to each other. In the case of the orthonormalization version 
of the algorithm, each vector is also modified to be of unit length.
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3.2 C om positions of R otation M atrices
There may be cases where an orientation may be described by multiple rotations. In physical systems, such 
as aircraft, the orientation of a frame of reference is also often represented using a composition of three 
rotations known as Euler angles. Since rotation matrices lack a commutative property, the order of m atrix 
multiplication is im portant and is addressed here.

3.2.1 R otations Referenced to  Current Frames

Let R i  denote a direct cosine matrix which gives the transformation from  frame {A} to  frame {B}. If an 
arbitrary vector exists in frame {A} with coordinates given by va, then the coordinates of this vector in 
frame {B}, or vb  is given by:

R i  =  a R  (3-12)

vb  — R i  va  (3.13)

In addition, let R 2 denote a rotation from  frame {B}, or the current frame, to  frame {C}.

R 2 =  %R (3.14)

vc  = R 2 vB (3.15)

By simple substitution we can obtain a  transformation directly from frame {A} to frame {C}. Note the 
order of the m atrix multiplication. The transformation which occurred second, namely R 2, precedes the first 
rotation in the order of multiplication.

v c  = R 2 R i  va  (3.16)

{A}  —+ R 1 — * {B} —+ R 2 —- {C}

<—  Order of multiplication

Figure 3.2: Transformation from {A} to {C}

3.2.2 R otations Referenced to Fixed Frames

The fixed frame of reference is usually the inertial frame. For this example frame {A} will be taken as the 
inertial frame. As in the previous example, let R i  denote a rotation which gives the transformation from 
frame {A} to frame {B}.

R i = a R  (3.17)
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vB =  R i  vA (3.18)

Let R 2 denote a rotation with respect to the fixed frame. After the first rotation the current frame of 
reference is frame {B}. The rotation R 2 cannot be used to rotate {B} to {C} since the rotation axis exists
in frame {A} and is not defined in {B}. In order to rotate frame {B} we must temporarily rotate back to
frame {A}, perform the rotation R 2, and then redo the temporary rotation. Consider the following diagram:

{B}  —  R ^  {A} —  R 2 —  R t —  {C}

<—  Order of multiplication

Figure 3.3: Transformation from {B } to {C}

v c  =  R i R t. vb  (3.19)

Using simple substitution the rotation from frame {A} to frame {C} is obtained. The matrices Ri  and R~[l 
combine resulting in the identity matrix. The result of the above transformation is the order of multiplication 
of the rotation matrices is the same as the order of occurrence.

vc  =  R i R t R \ 1 R \ va — R i R t  va  (3.20)

Although the order of rotations is different for current and fixed frames, the figures (3.2) and (3.3) show th a t 
the order does not change. It is only through the cancelation of R i  and I?)-1  which effectively reverses the 
order of multiplication.

3.3 R elationship Betw een the D C M  and Vector o f R otation
The concept of a rotation can be considered to  consist of a vector of rotation and an angle by which the 
vector is rotated. The vector can be thought to be rigidly attached to a body-fixed set of axes which is
rotated with the vector. Figure (3.4) is an example of how the rotation of a set of axes is given using a vector
and angle of rotation. This description of a rotation requires only four terms which is an improvement over 
the direct cosine matrix. Another form of representing rotations which uses only 4 terms is known as the 
quaternion and is the topic of interest in later sections.

Consider the direct cosine matrix which describes a rotation about the x  axis, which was given in (3.3). A 
method was proposed in [2 1 ] which describes the rotation m atrix using a arbitrary vector of rotation.

/  1 0  0  \
boR(x ,0 )  = I 0 cos# sin# I (321)

\  0  — sin # cos # )

To determine how a vector is transformed, or expressed in a different coordinate system, the direct cosine 
matrix is multiplied by a vector. The result is the vector expressed in the new coordinate system. Consider 
the matrix product of the direct cosine matrix and the three unit vectors
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Figure 3.4: Rotation about vector k by an angle of

bR (x ,9 )x  =  x

baR{x,9)y  =  cosOy — s in # i =  cos By — sin 9 (x  x y)

bR (x ,9 )z  = sinOy + cosdz = cos 9z — sin 9 (x x z)

(3.22)

(3.23)

(3.24)

Since the vector x  is parallel to  the axis of rotation it remains unchanged. Since the objective is to  find the 
result for an arbitrary vector, it must be decomposed into parallel and perpendicular components taken with 
respect to any axis of rotation

v\\(k) =

v±(k) =

v = vj_(k) + V||(A;)

(*  • v)  k _  kkTv

m 2 u  ii2

k x (fc x «) _ S (k)2v

11*112

(3.25)

(3.26)

(3.27)

Using the pattern  observed by (3.22) through (3.24), a more general result for the transformation of a vector 
is given by

bR (k ,9 )v  =  t>]| +  cos9v± — sin# (k  x (3.28)

where k is the vector of rotation. Using (3.26) and (3.27) and assuming th a t the vector of rotation is a unit 
vector (||fc| | 2 =  1 ) leads to:
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bR(k,9)v  =  kkTv — cos9 S (k )2v + sin 9 S (k )3v (3.29)

Since the term  v is found in every term it can be removed resulting in a relation between the direct cosine 
matrix and the vector of rotation. This result is further simplified in light of (C.7) and (C.8 ) to  obtain

bR(k,0)  =  7 +  (1 — cos9)S(k)‘2 — sin 9 S(k)  (3.30)

3.4 The Quaternion
In general, a quaternion has the form given in (3.31), where pG is the quaternion scalar, and p is the quaternion 
vector.

p = ^ p° ^  P S M 4 po e  K p e l 3 (3.31)

A description of the quaternion in terms of the set of imaginary quantities given by i, j ,  and k  is given by 
[21] and [14]

P  =  p0 + p i i  +  p2j + p 3k  Pi € R i =  0, ...3 , (3 .3 2 )

A special form of multiplication is used within this set of imaginary quantities, otherwise known as quater­
nion multiplication, which is defined by the ’O ’ operator. Equations (3 .33 ) through (3 .37) give some basic 
fundamental properties of quaternion multiplication. Although quaternion multiplication is based on these 
properties, they are seldom required since the following operations can also be described using more common 
operations such as the dot and cross product.

h  © a =  ah  =  h a  a € R  h  =  i , j , k (3 .3 3 )

h  O h  =  — 1 h  =  i, j, k (3 .3 4 )

i © j  =  - j O i  =  k (3 .3 5 )

j ©  k =  - k O j  =  i (3 .3 6 )

k © i  =  —i © k  =  j (3 .3 7 )
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3.4.1 The Euler-Rodrigues Sym m etric Parameters
A special family or subset of the quaternion commonly used to  represent rotations is known as the Euler- 
Rodrigues symmetric parameters. Denoted by ’Q \  the Euler-Rodrigues symmetric parameters utilizes a sine 
and cosine term  and has a normalization constraint as shown by

‘ o = ( ’; )  -  ( s mK )  ‘},e* xk3 iq| - 1 (338>

9o + 9 T9 =  1 (3-39)

where k denotes a unit vector in Euclidean space which is rotated by the angle 6. Using the new convention 
the relationship between the quaternion and the direct cosine matrix previously given by (3.30) is found 
as a function of the Euler-Rodrigues symmetric parameters. A transformation from the rotation m atrix to 
the quaternion is also shown by (3.41), where the scalar component can be found from the normalization 
constraint of the quaternion.

boR ( k , 0 ) = I  + 2S(q)2 - 2 q oS(q) (3.40)

<3-41)

Other expressions describing the relationship between the quaternion and the direct cosine m atrix exist, for 
example (3.43). This expression is valid yet it is im portant to  realize tha t for this form, the direct cosine
m atrix represents a rotation from frame {&} to frame {o}, where the quaternion represents the opposite
rotation which is from frame {o} to frame {6 }.

oQ =  (  q° )  (3-42)

°bR(k, e) =  baR(k, O f  = 1 + 25(g)2 +  2 q0S(q) (3.43)

3.4.2 N egated Euler-Rodrigues Parameter
Negating the Euler-Rodrigues symmetric parameters is equivalent to increasing the angle of rotation by a 
value of 27t. When used to  describe rotations, negating the quaternion has no effect and is effectively the 
same as the non-negated quaternion. This result is characteristic of the special subset, and does not apply 
for all quaternion.

- O -  (  ~ q° \  =  (  ~ cos(e/ 2\  \  =  (  cos ((# +  27t) /2 ) \
\  —Q J  \  —si n (6/2) k J  \  sin ((0 +  2n) / 2 ) k J

Q  Q (3.45)
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3.4.3 Quaternion M ultiplication
Quaternion multiplication can be used to combine two or more quaternions, particularly in the case where 
two or more rotations are used to describe the overall orientation of a moving body. Quaternion multipli­
cation is also required to transform the coordinates of a vector from frame to  frame. Rotation matrices 
are also multiplied by other matrices or vectors to perform these operations. Quaternion multiplication is 
much different than the linear algebra employed to  multiply rotation matrices. One property th a t rotation 
matrix multiplication and quaternion multiplication share is the lack of a  commutative property. Using 
the fundamental properties of the quaternion multiplication given by equations (3.33) through (3.37), a 
more practical description of the quaternion multiplication can be derived. For purposes of describing the 
quaternion multiplication, let both Q and P  belong to the set of all quaternion

Q = ( g ° )  P = ( Pp  )  (3.46)

where the quaternion product of these two quaternion is defined as

K  =  Q © P  =  (qa +  <jii +  Q2J +  ® k )  Q ( pa +  P i i  +  P2J +  P 3 k )  =  ^  k° ^  (3 .47 )

Since quaternion multiplication has associative and distributive properties the above operations can be 
performed term  by term. To obtain a result for the quaternion multiplication the problem is separated into 
scalar terms, and vector terms, scalar terms will result from the product of the two quaternion scalars, and 
also when 2  similar imaginary terms are multiplied resulting in —1 .

Scalar part:
ko  =  q0p0 -  QiPi -  <l2P2 -  qaP3 =  qaPo -  qTp

V ector part:

k  =  qoP +  p aq +  (<?2P3 -  ? 3 P 2 ) i  +  (<?3P1 -  ? iP 3 ) j  +  (<7iP2 -  52P i ) k  =  q0p  +  p 0q +  q x p

Using the results obtained for the scalar and vector products of the quaternion multiplication, a more 
practical form is given by

Q © P = (  q o P o - q - p  \  (3 4 8 )
\  q0p  +  p 0q +  q x  p  J  v '

Another form of quaternion multiplication is also commonly used and is given by

Q ® P = (  Q oP o-q -p  A (349)
\  q0p + p0q - q x p  J  v ’

where the cross product is given as a negative term. The relationship between these two forms of quaternion 
multiplication is solely dependant on the order of multiplication

P  <S> Q = Q O P  (3.50)
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which is the reason the quaternion violates the commutative property. Although the quaternion multipli­
cation does not have a commutative property, it does have associative and distributive properties. The 
associative and distributive properties exist for all quaternion including the unit quaternion subset.

P  ® (Q ® R) = (P ®Q)  ® R  = R O Q  0  P  y P , Q , R e  R4 (3.51)

P ® ( Q  + R) = P ® Q  + P ® R  = Q( DP  + R Q P  \ / P ,Q ,R £  R 4 (3.52)

The quaternion multiplication given by (3.48) is also equivalent to the form

Q Q P  =  E { Q ) P  (3.53)

where

E{Q) =  I ?  qj f s { , )  ) £ e K ‘ x4  <3 '5 4 )

3.4.4 The Identity Quaternion
The identity quaternion, denoted by Q j , is given by

Qi  =  (  I  )  (3-55)

P  ® Qj  = P  O Qi  =  P  V P g R 4 (3.56)

is analogous to the identity matrix in linear algebra, in the sense th a t it represents a null rotation. In
reference to  the Euler-Rodrigues symmetric parameters, the identity quaternion exists when two frames of
reference axe coincident in orientation. The identity quaternion can be observed as a rotation by 6 = 0 about 
an arbitrary vector k, as shown by

O'-CTMJ)
3.4.5 Quaternion Inverse
The quaternion conjugate given by

P* =  (  ! ;  )  (3.58)

is used to obtain the quaternion inverse by

P* 1 Po 1 (3.59)
| |P | |2 11-PI!2 V ~P

where P  belongs to the set of all quaternion. The result of the quaternion multiplication of any quaternion 
and its inverse is the identity quaternion Qj,  as shown by
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P ®  P - 1 =  P ® P ~ l = Qi  (3.60)

In reference to  the Euler-Rodrigues Symmetric Parameters, an operation for the inverse quaternion can be 
considered as a rotation of the vector k by the negated angle, or —6. Similarly, the inverse quaternion can 
be considered as the rotation of the negated vector, —k, by the angle 9. Also, if a  quaternion represents the
rotation from frame {A} to frame {B}, then the inverse will represent the opposite rotation, or from frame
{B} to frame {A}.

(3.61)

n - i  _  (  cos { -9 /2 )  \ _ ( q o \  , ,
« - U „ H > /2 ) i  J - ( - J  (3-62)

3.4.6 Vector Transformation
In a system containing multiple frames of reference it is useful to  be able to  transform the coordinates of 
a given vector from frame to frame. Using rotation matrices, a transformed vector is easily obtained by 
the matrix product of the rotation m atrix and the vector. If quaternion are used to represent orientation 
then vector transformation can be achieved by quaternion multiplication. Let and represent the 
quaternion and direct cosine matrix, respectively, which describe the rotation from frame {A} to frame {B}. 
The objective is to transform the coordinates of a vector expressed in frame {A}, v a , to be expressed in frame 
{B}. To perform this operation using quaternion multiplication, the vector is expressed as a quaternion with 
a zero angle of rotation. In general, a vector truncated with an extra preceding zero is denoted by Qu as 
shown by

Qu =  (  I  )  (3.63)

The transformed vector can be expressed using the direct cosine matrix

Q vb = ( VB ) = ( * R v a  ) (3-64)
or equivalently, using quaternion multiplication

Q vb =  AP  ® Q va ® AP ~X V P  G { P  =  (pD, p) | P o + p Tp = l }  (3.65)

3.5 C om positions of M ultiple Quaternion
The rotation or orientation of a body can be given as a set of multiple rotations, for example Euler angles. 
Multiple quaternion may also be required in systems with multiple frames of reference. Similar to the theory 
of multiple rotation matrices, this section describes how multiple quaternion can be combined to represent 
the overall orientation of a body. Since rotations can be defined as referenced to  a current or fixed frame, 
these methods are addressed separately. For the purposes of describing rotations, the term quaternion is 
now used to  describe the Euler-Rodrigues Symmetric Parameters.
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3.5.1 R otations referenced to current frames
Creating three frames of reference, frame {A}, {B}, and {C}, let the following quaternions represent the 
transformation between these frames. The rotations occur in order, where Q i represents the rotation from 
frame {A} to  frame {B}, followed by the rotation Q2 which represents the rotation from the current frame 
{B} to  the final frame {C}.

Qi = a Q  Q2 =  %Q (3.66)

The quaternion which describes the overall rotation from frame {A} to frame {C} is a function of quaternion 
multiplication given by

=  =  b Q ® a <3 (3.67)

Note tha t for the given form of quaternion multiplication, the order of multiplication is opposite to  the order 
of occurrence. This is similar to the order of the rotation matrix multiplication for multiple frames. This is 
not the case for the other form for quaternion multiplication.

a Q = Q i OQ2 = a Q O b Q (3.68)

3.5.2 R otations referenced to  fixed frames
It is possible for a rotation to be given with respect to an inertial or fixed frame of reference. Using the 
three frames of reference previously defined, let Qi  be a quaternion which gives the rotation from frame {A} 
to frame {B} referenced to frame {A}, followed by a rotation Q 2 which is also given with respect to  frame 
{A}. After the first rotation Q 1 has been performed, the current frame of reference is frame {B}. Before the 
second rotation is performed, the current frame of reference must be changed to frame {A}, followed by the 
rotation Q2, followed by a transformation from frame {A} to frame {B}. Both these transformations from 
frame {A} to frame {B}, and vice versa are given by the rotation Q\.  This is illustrated in figure (3.6).

Qi =  a Q Q2 = a Q (3.69)

{A} _  Q l _  {B}

<—  Order of multiplication

Figure 3.5: Transformation from {A} to {B}

{ 5 }  —  Q r 1 — <‘ M }  —  Q 2 — > Q i  — ► { c }

*—  Order of multiplication

Figure 3.6: Transformation from {B} to {C}

The overall transformation from frame {A} to frame {C} is given by (3.70).
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ca q  =  Q i ®  q 2 ®  Q r 1 ®  Q i
=  Q i  ® Q 2 (3 .70)

3.6 Euler Angles
A very common form of representing the orientation of a moving body are the Euler Angles. The Euler 
Angles use a combination of three subsequent rotations around the body fixed axes &b, yb, and Zj,. Three 
separate rotations are required since a moving body in space has three degrees of freedom. Since different 
combinations of Euler Angles are achieved by taking rotations about different axes, or in different order, 
there exists twelve different sets of Euler Angles. There are two subsets of the Euler angles, namely the 
symmetric and antisymmetric Euler angles, which are dependant on the axes of rotation. The angles of the 
three rotations are labeled as they occur in order by ip, 6, and <p, respectively. The indices 1, 2, and 3 sure 
used to  denote the axes i b , yb, and 2b, respectively. An example of the notation used to  represent the Euler 
Angles using the direct cosine m atrix is given in (3.71).

R 132 =  R ( y ,  <P)R{&, 0)R(x, VO (3 .71 )

For the example given by (3.71), the first rotation is taken about the x  axis, followed by the rotation about 
the body fixed 2 and y  axes. The rotation matrices are then multiplied in reverse order (see Compositions 
of Multiple Rotations). For the symmetric set of Euler Angles, one axis is used twice to  represent the first 
and last rotation, where a different axis is used to represent the second rotation.

Sym m etric Set:
7?121 R l3 1

R 212 R 2 3 2

R 313 R 323

The 3-1-3 set of Euler angles is the most common form of the symmetric set. It is commonly used to  represent 
spinning bodies, for example orbiting satellites or in quantum mechanics. The antisymmetric Euler angles 
use all three axes to represent rotations.

A n tisym m etric  Set:
R l 2 3 R l 3 2

R 2 1 3 R 2 3 1

R 3 1 2 R 3 2 1

The 3-2-1 set of Euler angles is commonly used to  describe the orientation of aircraft. This representation 
uses the well known terms roll, pitch, and yaw, to describe the angles <p, 9, and ip, respectively.

R eproduced with perm ission of the copyright owner. Further reproduction prohibited without perm ission.



C H APTER 3. A IR C R A F T  A TTITU D E  REPRESENTATIO N 44

3.6.1 T he 3-2-1 Set o f Euler Angles
From (3.71), the 3-2-1 set is formulated using direct cosine matrices or quaternion. The rotation m atrix and 
quaternion given represent the rotation from the inertial frame to the body-fixed frame. Using this notation, 
the aircrafts roll, pitch and yaw are describe by the rotations <p, 9 and ip, respectively. Using this convention, 
the rotation m atrix describing the overall rotation is given by

0-^321 =  R{xb, 4>)R{yb, 9)R(zb, tp) (3-72)

/  1 0 0 \  /  cos 9 0 — sin 9 \  /  cos tp sin ip 0 \
=  ( 0  cos 0  sincp 0  1 0  I I  — s in ^  cos ip 0  I

\  0  — sin 0  cos <P /  \  sin 9 0  cos 9 J \  0  0  1 /

By performing the above operations, a simplified expression giving the rotation from the inertial frame to 
the body-fixed frame is found as a function of the 3-2-1 set of Euler angles, where c7  =  cosy and s7  =  s in 7  

for 7  =  <p,9, ip, and is given by

( CgĈ  CgS^ —30 \
S^SgC^ StfrSgS  ̂-p C ^ , S ^ , C g  I (3.73)

C(^,5^C0 C ^ S g S ^  C ^ C g  J

The Euler angles are commonly used since it is much easier to imagine the orientation of a body when given 
the values of roll, pitch and yaw. The direct cosine matrix and quaternion do not immediately give insight 
to  the actual orientation. Another advantage to  the Euler angles is th a t it is a minimal realization for the 
attitude of a moving body, requiring only three terms. The disadvantage is th a t there exists a singularity 
for when the pitch or 9 = ± 7r / 2 . For this condition, usually where an aircraft is pointing straight up or 
down, the yaw and the roll are performed on the same axis of rotation. A singularity exists as a result since 
there is no unique solution for the yaw and roll. W ith exception to  the singularity the Euler angles can be 
determined given a direct cosine matrix by the following equations

9 =  arcsin (—bR i3) (3-74)

<P = atan2(bR 23, bR 33) c o s 0 # O  (3.75)

ip — atan2(bRi2, o-Rn) cos0 ^  0 (3.76)

The notation bR  is im portant since the conversion from Euler angles to the direct cosine m atrix is sometimes
given as  %R, where the cosine m atrix gives the rotation from the body-fixed frame to the inertial frame and
the Euler angles give the opposite rotation from the inertial frame to the body-fixed frame

(Cgty S^SgCty Ĉ SgCijj -f- \
CgSip Sj/SgSijj —|- S^SgC-  ̂ I (3.77)

— S g  3(j>cg CtpCg J

0 =  arcsin (—jJt 3 i) (3.78)
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<p =  atan2(/)R 32> £ ^ 3 3) cos 9 ^  0

ip =  atan2(%R2i, 6 ^ 11) cos0y^O

(3.79)

(3.80)

A similar result is obtained by performing quaternion multiplication of the three separate rotations, where 
c 7/2 and s 7/2 denote cos (7 / 2 ) and sin (7 / 2 ), respectively, where 7 =  <p,9,ip, by

0Q 321 =  Q(&b, 4>) ® Q{yb, 6) ® Q(2b, Ip)

0 Q 321 =

(  cos(</>/2 ) ^ 
s\n(<p/2)

0

V 0 )

/  cos(0 / 2 )
0

sin(0 / 2 )
0

(  cos(ip/2) ^ 
0  

0

V sin('0 / 2 )

i (ip/2) + sin (ip/2) k] O [cos (9/2) + sin (9/2) j] © [cos ((p/2) +  sin (<p/2) :

0 Q 321

I C,£/2c0/2ci/>/2 +  S(j>/2s6/2si>/2 ^
Qo A _  s 4 , / 2 c e / 2 c i i / 2  — c <i>/2s e / 2 S ^ / 2

Q J  C<)> 12^9/2^/2 +  S<t>/2c6/2si>/2
\  c4>/2c0/2sii/2 -  s<t>/2se/2ĉ /2 )

9 =  arcsin (2 (q0q2 -  <j3 9 i))

(3.81)

(3.82)

(3.83)

(3.84)

> = atan2(q3 + qi,q0 -  q2) -  atan2(q3 -  qi,qa + q2) c o s 0 ^ O  (3.85)

ip = atan2(q3 + q 3jq0 -  q2) + atan2(q3 -  qi,q0 + q2) cos f l ^O (3.86)

3.7 A ttitud e K inem atics
The direct cosine m atrix and the quaternion are useful in describing the instantaneous orientation of a 
moving body. Since these methods are only valid for a single point in time, alone they do not provide the 
ability to describe the continuous motion of a moving body. A method which is based on the work in [21] is 
proposed which gives first order differential equations representing the continuous motion of the orientation 
of a moving body. These differential equations are given as functions of the direct cosine matrix and the 
quaternion.
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3.7.1 D irect Cosine M atrices
Recall the relationship between the direct cosine matrix and a vector of rotation which is given by

bR(k,9) = I  + (1 — cos8)S(k)2 — sinOS(k) (3.87)

Subsequent to  the given rotation, bR, an infinitesimal rotation, <J?(t +  At), is proposed which describes the 
change in the direct cosine matrix over the infinitesimal interval of time, A t

b0R (t  +  At) =  $ ( t  +  A t)baR{t)  (3.88)

Since 4>(t +  At) is a rotation, it can be described by a certain vector of rotation, and a infinitesimal angle of 
rotation A9. Since the angle A 9 is infinitesimally small, approximations to  the trigonometric terms can be 
applied, or sinA 0 «  A 9, and cos A^ «  1. In light of (3.87) and the small angle approximations, $ ( t  +  At) 
is given by

<h(t +  At) =  I  — A9S(k)  =  J - S ( 0  (3.89)

£ =  A 8k (3.90)

The term £ =  A 9k, which describes a vector of rotation by a certain angle, is closely related to  the angular 
rate of change of the moving body with respect to time

Q =  lim 4 -  (3.91)
A t —.0  At

The vector ft describes the angular rate of change of the moving body with respect to time, otherwise known 
as the body referenced angular velocity. It is taken with respect to the body-fixed frame since 4>(f +  A t) 
was originally described as a rotation referenced to  the body-fixed frame. Since ft is a vector, it can also be 
described in the inertial frame by using the direct cosine matrix, R. The angular velocity of a moving body
with respect to  the inertial frame is given by ftQ. Using the given conventions, the time rate of change of the
direct cosine m atrix is found from basic principals

ft =  b0RU 0 (3.92)

^ (b I?) - lim ~  o-ftW C? 071
dt {oR> ~  2 ™ o  A t   (3'93)

Using the result given by (3.89), we have

< 3 9 4 >

bR = - S ( n ) bR  (3.95)

To determine an expression for the inverse rotation, j)/?,, or the rotation from the body-fixed frame to the 
inertial frame, the transpose is performed on (3.88). Since each term in (3.88) is a rotation, the transpose is 
equivalent to  the inverse
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°bR (t + A t) = °R{t  +  At) =  °bR ( m ( t  + A t Y  (3.96)

m  + A t ) T = I  + S(£) (3.97)

°bR  = °bR S (  fi) (3.98)

This can be used to prove tha t the transformation between bR  and bR  is given by the transpose as shown 
by

°bR  = b0R T (3.99)

The above differential equations are all given as a function of the body-fixed angular velocity vector, Db. To 
determine differential equations with respect to the inertial-based angular velocity vector, II0, the relationship 
given by (3.92) is used with a property of the skew-symmetric matrix given by

5  ( (M T ) _ 1  u)  =  J ^ M S ( u) M t  (3.100)

The above property is given for an arbitrary square matrix M ,  and a arbitrary three-dimensional vector u.
For rotation matrices, this property is simplified as follows

S(Ru)  =  R S (u )R T (3.101)

Using the expressions given by (3.92), (3.101), (3.95) and (3.98), new differential equations are found which 
are given with respect to the inertial-based angular velocity

b0R = - b0R S ( D0) (3.102)

°bR = S { Q 0)°bR  (3.103)

3.7.2 Euler-Rodrigues Sym m etric Parameters
A similar approach used for the direct cosine matrix can be applied to the Euler-Rodrigues Symmetric set of 
the quaternion, where 0 ( t  +  At) is a quaternion which describes the infinitesimal change in the quaternion 
bQ(t) over an infinitesimal time interval A t.  The quaternion describing the orientation after the interval At, 
denoted by bQ(t +  At) can be found as a  result of quaternion multiplication.

bQ(t + A t)  =  ©(t +  At) ® bQ(t) (3.104)

From the definition of the Euler-Rodrigues symmetric parameters and the small angle approximations the 
quaternion 0 ( t  +  At) is given by (3.105).

0 ( t  +  At) =  (  . - 1. - )  = (  1 )  (3.105)A 9 /2 k  J  \  i / 2
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The change in orientation over the interval A t  can be found using the distributive property of the quaternion

b0Q(t + A t ) - b0Q(t) =  (0 ( t +  A t ) - C ? / ) ® Q ( t )

=  (3 -106)

The time rate  of change of the quaternion is then found from basic principals by

4~oQ =  I™ +  (3107)
d t ° ^  A t - * o  \  A t J y '

b0Q = \ Q n ® boQ (3-108)

« „ = ( " )  (3.109)

To determine a differential equation describing the rotation from the body-fixed frame to the inertial frame, 
consider the diagram given by Figure (3.7).

{t + At} — i © - 1  — i {t} — i IQ  — i {o}

<—  Order of multiplication

Figure 3.7: Transformation from body-fixed frame to  inertial frame

As described in the compositions of multiple quaternions section, the order of operations for quaternion 
multiplication can be determined from figure (3.7), which is used to obtain

°bQ(t + A t)  =  ? Q ( f ) ® 0 - 1 (3.110)

/ 1e - 1 = ^ J (3-in)

Using the same process described previously, the differential equation which is based on the rotation from 
the body-fixed frame to the inertial frame is given

°bQ =  - \ b Q ® Q ( i  (3-ii2)

The obtained differential equations are all given with respect to the body-fixed angular velocity vector. To 
determine differential equations which are given with respect to the inertial-based angular velocity vector a 
transformation is used which is given by

Qnb = b0Q ®  Qn0 ® oQ_ 1  (3.113)
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°bQ = - \ 0b Q ® bo Q ® Q n 0 ® bo Q -1 

0bQ = - \ Q n 0 ®°bQ

Similarly,

boQ =  l boQ ® Q a0
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Chapter 4

D ucted Fan M odel

In order to develop model-based control laws for the ducted fan system, a system model is required which 
describes the linear and rotational motion of the vehicle using a set of non-linear continuous differential 
equations. The Newton-Euler method is used which gives the motion of a vehicle by analytically describing 
all the forces and torques which are applied to a rigid body. The aerodynamic theory previously discussed 
provides reasonable approximations to the thrust produced as well as the forces acting on the control ailerons. 
Other torques, which are not intuitive, occur due to multiple simultaneous rotations of the rigid body about 
different axes. These torques, otherwise known as gyroscopic torques, are derived in the next section. All 
forces are described in either the inertial or body-fixed frame using the theory outlined in the attitude 
representation section.

SIDE VIEW TOP VIEW

“  Camera view

FRONT

Figure 4.1: Body-Fixed Axes

The differential equations which describe the rotational motion of the aircraft are also obtained by the theory 
outlined in the attitude kinematics section. In order to  describe the system forces, it is useful at this point 
to create a set of axes for the inertial frame and the body-fixed frame. Figure 4.1 describes the body-fixed 
a x es  w h ic h  a re  r ig id ly  a t t a c h e d  to  th e  a i r c r a f t  c e n te r  o f  m a ss , G .  T h e  c e n te r  o f  g ra v ity  is  id e a lly  lo c a te d
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somewhere between the two rotors which is likely the case due to the upper and lower distribution of the 
heavy electronics, for example batteries and motors. The body-fixed axes are established by directing the 
x-axis towards the front of the aircraft and the z-axis pointing downward in the direction of the thrust. The 
body-fixed frame is then completed by taking the y-axis towards the right side of the aircraft. The inertial 
frame is chosen by taking the x-axis towards magnetic north and the z-axis pointing downward towards the 
center of the earth. The y-axis then points in an Eastern direction.

4.1 D efinition o f Previously U sed Terms
The following is a summary of some of the previously defined terms which will be used to formulate a system 
model.

p inertial-referenced system position
V inertial-referenced system velocity

m mass of the system
n body referenced angular velocity
h body referenced system inertia tensor

(JJd rotor differential speed ( a >d =  a q  — 0 /2 )
wx angular velocity of rotor 1 with positive (CCW) rotation
OJ 2 angular velocity of rotor 2 with negative (CW) rotation
Qi drag experienced by rotor with velocity u>\
Q2 drag experienced by rotor with velocity 0J2

I t rotor body-referenced z-axis moment of inertia
R rotor radius
A rotor disk area (A  =  t tR2)

s 75 rotor blade pitch at 3 /4  radius
a rotor solidity (ratio of to tal blade area to rotor disk area)

O/d ratio of duct exit area to rotor disk area (ad = Ad/A)
a change in aileron lift coefficient wrt a (a  =  dCi/da )
b width of control aileron along the body-referenced x or y  axis
c control aileron chord or height along body-referenced z axis

G center of mas?
I distance along bo dv-referenced z axis from G to aileron center of pressure
d distance along body-referenced x or y axis from G to aileron center of pressure

4.2 R otational K inem atics
The dynamic motion of the aircraft can be modeled by apolying all external forces and torques to  the 
center of mass. Using Newton’s laws the translational and rota*' mial dynamics are found as a result of the 
external forces and torques, respectively. This section deals with the internal and external torques applied 
to the aircraft. Since we have a body of mass which is not symmetrical v ith  respect to  all axis multiple 
simultaneous rotations of the body can produce torques known as gyroscopic , -oues. In add iw  to the 
rotation of the body, the rotors are also rotating a t high angular velocities in order to generate the thrust. The 
simultaneous rotation of the body and the rotors will also cause gyroscopic torques th a t can be determined 
using the principle of angular momentum variation [23]. This method states th a t all changes in the angular
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momentum of a body is caused by and is equal to all applied external torques. The angular momentum 
and external torques viewed from the inertial frame of reference are denoted by M a and r Q, respectively. In 
general the angular momentum is the product of the inertia tensor, I , and the angular velocity vector, fi

M  = I D  (4.1)

r 0 =  |  (Mo) =  |  (loSlo) (4.2)

For the given model, the external torques are the control effort r a , the aerodynamic drag on the rotor tq , 
and a disturbance torque rd- The angular velocity of the rotor which has a positive (CCW) rotation is given
by wi, which is opposed by the negative (CW) rotation of the second rotor which has an angular velocity
given by u>2 • Using this convention the external torques modeled in the body-fixed frame is given by (

U  =  Tq +  TQ +  Td =  +  Td  (4.3)
Q2 — Q

1(  I x x I x y 4 x z

4  = I y X lyy l y z
\\  I z x I z y I z z

where Q 1 and Q 2 are the aerodynamic drag of the positively and negatively rotating rotors, respectively. 
The inertia tensor I a describes the distribution of mass in the aircraft. If the aircraft is rotating with respect 
to the inertial frame then this inertia tensor will change with time. In order to find the time rate of change 
of this inertia tensor the body-fixed inertia tensor can be used which is constant. A general expression for 
the body-fixed inertia tensor is

/  Ixx Ixv Lxz \
(4.4)

This expression can be simplified such th a t the inertia tensor is a diagonal m atrix given the body is symmetric 
and is modeled about the center of mass. Note th a t the inertia tensor, Ib, is determined with respect to  the 
body fixed fiame. The inertia tensor described in the body-fixed frame can be described in the inertial frame 
using a direct cosine m atrix which describes the rotation between frames. Let the rotation m atrix given by

R  = b0R  (4.5)

describe the rotation from  the inertia! frame to  the body fixed frame. The inertial frame based inertia 
tensor can be described as a function of the body fixed inertia tensor

I0 =  R TIbR  (4.6)

In order to  describe the contribution of the rotors rotation to the angular momentum, the problem is 
separated into the three vector components. In this model the mars of the rotors are included in the body-
fixed inertia tensor. Two extra terms are added to the z  component in include the momentum associated
with the rotor angular velocity and the scalar moment of inertia, I r .
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Mb -x  — Ixx^x Iiy^y  T Ixz^z (4-7)
Alb ' V ~  lyx^x  4" lyy^y  4~ lyz^z  (4-8)
Mb ■ Z =  Izx^x  +  7ZyWy +  Izz^z  +  7rW 1 — I rU!2 (4-9)

For convenience, the difference of the rotor velocities is represented using

Ud = u  1 —W2 (4-10)

M b = 7(,fi +  I ru dz (4-11)

The angular momentum modeled in the inertial frame is modified to include the momentum of the rotor

M 0 =  70 fi0 +  I ru>dZ0 (4-12)

where zQ is the vector z  transformed from the body-fixed frame to the inertial frame. Using the inertia tensor 
transformation given in (4.6) and the rotation R  given in (4.5) to transform the vector associated w ith the 
rotor momentum, we obtain a new expression for the inertial based angular momentum

M 0 =  R TI bRFl0 +  R TIrv dz  (4.13)

T° = j t (M0) = j t (R T IbR 0 o +  R TIru dz)) (4.14)

Recall the tim e derivative of a direct cosine matrix

R  = baR  = - S ( 0 ) b0R  (4.15)

R T = boR T = bR TS(D) (4.16)

Using the above descriptions for the derivative of the cosine m atrix and application of the chain rule yields 
the result

To — R TD X 7(,fi +  R T Ibfl +  R T (fi X z) ITiVd + R T IrOJdZ (4.17)

The external applied torques expressed in the body-fixed frame is found by multiplying the above result by
the cosine m atrix R  to obtain

Tb = fi X 7fcfi +  7(,fi +  (fi x z) I rwd +  I TCjdZ (4-18)

Using the result given by (4.18) the differential equation describing the rotational kinematics is obtained.

Ibtl —  - f i  x 7bfi -  I r (fi x z) uid ~  I ru dz -  (Q i  -  Q2 ) z  + Ta + rd (4-19)
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4.3 The Control Inputs Fa and Ta
The system control, with exception to the thrust, T, and differential speed, u>d, is generated by four inde­
pendently controlled ailerons at the duct exit. Each aileron will produce lift or force which is orthogonal 
to the direction of airflow. This force also creates a moment w ith respect to  the center of gravity, G. To 
analytically describe these forces and torques the ailerons must be identified with respect to  the body-fixed 
axes previously described.

TOP

I 

I

I 

[

Figure 4.2: Ducted Fan Control Ailerons -  Top View

The four ailerons are numbered as shown in Figure 4.2 with ailerons 1 and 2 axe located on the x-axis, and 
ailerons 3 and 4 located on the y-axis. Figure 4.3 gives a more detailed illustration of control ailerons 1 and 
2, where ailerons 3 and 4 are described by figure 4.4. The aerodynamic center of the aileron is dependant 
on the location of the airfoil flap if flapped airfoils are used. For non-flapped airfoils the aerodynamic center 
is located a t a quarter of the chord length. For both flapped and non-flapped airfoil, the location of the 
aerodynamic center is located at some point in the center of the aileron span which is located on the x-axis 
for ailerons 1 and 2, or y-axis for ailerons 3 and 4. The vectors describing the locations of ailerons 1 through 
4 with respect to  the aircraft center of mass are given by

/ ’•’1 \ / - d 0 I
r2 d 0

r3 0 - d I
7*4 / V 0 d Z

(4.20)

where each vector is decomposed into a length I along the z-axis and a width d along the x-axis or y-axis. 
The control aileron angle of attack is defined as the angle between the body-fixed z-axis and the aileron 
chord, taken about the x-axis for ailerons 1 and 2 , or y-axis for ailerons 3 and 4. The angle of attack for 
ailerons 1 through 4 is given by c*i through oq, respectively. The force on control surfaces 1 through 4 are 
given by

(  Fi \
F2
f 3

\  F i J

kLT ~Oi 3 X

— CX4X

(4.21)
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Figure 4.3: Control Ailerons 1 and 2

Figure 4.4: Control Ailerons 3 and 4

which is used to  determine the net torque for all of the control surfaces

Fa =
- k L T ( a 3 +  a*) 
kLT (a  i + a 2) 

0
kLT

0 0 - 1 - 1 \
/ a i

1 1 0 0 1
0 0 0 0 J/ V Q4

(4.22)

In general, the torque resulting from a force acting on a lever arm is given by (4.23). Each aileron will 
generate a torque, denoted by r, for i =  1 ,2 ,3 ,4 , about the aircraft center of mass. These torques are 
obtained from (4.23) and the distances from the aircraft center of mass to  the aileron aerodynamic center, 
given previously by Tq through r 4

r  =  r  x F  (4.23)

Ti =  rj x Fi i =  1 , 2 ,3 ,4 (4.24)
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T l =  kLT a  1 ( - I 0 - d )T

r 2 - kLT a 2 ( - I 0 d )T

7-3 =  kLT a 3 ( 0 - I - d )T

T4 - k iT a ^  ( 0 - 1 d )T

(4.25)

The individual torques T\ through T4 are grouped with respect to the body-fixed axes to give the applied 
torque

kLT
- I  
0 0 

- d  d

-I 0 
-I 
-d

( \
a 2
<*3

V «4 /

(4.26)

A relationship between r a and Fa is given by

Fa = ~  7 S(z )ra (4.27)

4.4 Aileron Force A nalysis
In order to determine the forced exerted by the control surfaces, the airflow velocity at the duct exit is 
required. The airflow is dependant on the system weight and vertical speed. Since the system will be 
operated at low velocities, or hover, we assume the vertical velocity is negligible. Therefore, for a sta te  of 
hover the relationship between the system thrust and the exit airflow velocity is given by

-e =  y f f e  (4 -28)

F

Figure 4.5 : Flapped Airfoil

Since the system vertical velocity is very low in comparison to the airflow velocity, we assume the value of 
thrust is equal to  the system weight. Using the values given in Table A .l and assuming a 15% loss in velocity 
due to friction and rotation losses,
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ve «  14.3 m / s  (4.29)

For this system a flapped airfoil is used as shown by Figure (4.5). The leading part of the airflow has a fixed 
angle of attack, or a  =  0. The dimensions for the airfoil are given in Table A .I. The literature also suggests 
a 15.6% loss in the lift coefficient, which yields,

ci «  4.44a (4.30)
x  = 0.3391c (4.31)

Therefore, the force generated by a control surface (2 ailerons) is given by

F  =  cipbcv2 
«  14.65 a N

(4.32)

This results in the applied torque as a function of a  given by

r  =  <f>a (4.33)

/  -2 .605 -2 .605 0 0 \
$  =  0 0 -2.605 -2.605 (4.34)

\  -1-861 1.861 -1.861 1.861 /

4.4.1 Properties o f Air at Standard Conditions
The standard conditions of air given at sea level and at 298K, or 25°C. Some physical properties of air are 
given below in addition to the speed of sound.

p = 1.205k g /m 3 (4.35)
p, =  1.862 x 1 0 kg lm s)*1 (4.36)

Vsound — 340.29m/s (4-37)

4.5 Servo-A ngle D eterm ination
Having obtained the desired torques from the control law, a method is required to determine the angle for 
each control surface. Due to the redundancy in the control actuators *, an infinite number of solutions 
exist for the servo angles. Therefore, a solution which optimizes the control effort is investigated. A general 
expression for the applied torque r  in terms of the aileron angle a  is given by

t  — <t>a (4.38)

where a  — (a i  ...a 4 )r  and the m atrix $  was previously given by

1There are 6 actuators in to ta l which can provide a torque on the  z axis, specifically the  four control surfaces in addition to 
the  two main rotors. Two actuators each are used to  create a  torque on the x and y axes.
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$  = k LT  0 0 - I  - I  \ (4.39)

Consider the cost function tha t is designed to minimize the aileron angle a  and the difference between the 
definition of the applied torque from (4.38) and the actual torque r  using the Langrangian multiplier A, 
given by

J  = | a TP a  +  AT ( t  — 4>a) A 6  K3 (4.40)

where P  =  P T > 0. Taking the partial derivatives of the cost function reveals

4 - J  =  P a - $ T A (4.41)
da

=  r - $ a  (4.42)
UA

To find the minimum of the cost function we set (4.41) and (4.42) to zero. From (4.41) we obtain a  =  
P _ 14>TA, which is substituted into (4.42) to obtain

T =  $ P - 1$ TA (4.43)

A =  ( S P - 1^ ) - ^  (4.44)

Q =  p - ! $ T ( S P - 1^ ) - 1 !- (4.45)

Effectively, this algorithm evenly distributes the control effort equally over the four control surfaces. A choice 
of P  =  7 4 x4 is used since for a given control effort we want the control effort to  be divided equally over the 
control actuators. A yaw effort is distributed over four control surfaces, where the pitch and roll effort is 
distributed over the two associated control surfaces. This is not an ideal solution since it is desirable to place 
a constraint on the yaw control effort. For example, if the aircraft yaw is far away from the desired yaw, a 
large control effort is used for the yaw causing control saturation. For this reason, it would be desirable to 
find a cost function which has the ability to  place more weight on the pitch and roll efforts rather than  the 
yaw. In practice, saturation was used on the yaw control effort signal to avoid actuator saturation.

4.6 External Forces
As previously mentioned, there are two sources of external airflow around the duct resulting in external 
forces. These sources are the wind and the airflow due to the motion of the duct. Due to  the unpredictable 
nature of wind it cannot be included in the system model. For unknown forces, an interesting approach 
has been presented by [18]. This method develops an observer to  estimate all the unknown aerodynamic 
forces, in addition to estimating the value e which gives the distance from the system center of gravity 
to  where the estimated force is applied. The estimated force over the distance e effectively estimates the 
unknown aerodynamic moments which are experienced by the system. Regardless of whether this observer is
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implemented, using the force vector Fd and the scalar distance from the center of gravity along the z-axis, e, 
is an effective way to model all external disturbance forces and torques together as one disturbance. Figure 
4.6 illustrates the disturbance force Fa acting on the system at the point given by e.

The angular acceleration of the system was previously derived and is given by (4.19), where was given as 
a disturbance torque. Since this disturbance torque is a function of the disturbance force Fd, a relationship 
between the force and torque is given by

Td = ez  x Fd =  eS(z)Fd (4.46)

The torque t ,d and force F d  are both given with respect to the body-fixed frame. Due to the symmetry of the 
system, the disturbance force Fd is assumed to act on a point located on the body-referenced z-axis. The 
distance from this point to  the center of mass is given by e. The disturbance force and the lever arm e are 
time-varying values such th a t all external forces and moments acting on the system are collectively given by 
Fd and rd, respectively.

i
; G 0 ’

Figure 4.6: Grouping of All External Aerodynamic Forces and Moments

4.6.1 A erodynam ic Drag
Since the accelerometers are affected by linear accelerations of the system, it can be useful to model external 
forces which limit the motion of the system. As discussed in section 2.6.1, a model for the aerodynamic drag 
over the duct is given by

Faero =  ^pcdCdV2 (4.47)

where c is the duct chord, d is the duct diameter, and Cd is the drag coefficient which was found from [1] 
to  be approximately equal to  1.2. If the aerodynamic drag is due to the motion of the system then  the 
horizontal component of the body referenced system velocity is given by
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/  1 0 0 \
vxy =  0 1 0 flu (4.48)

\ 0 0 0 /
where v is the inertial referenced system velocity, and R  =  b0R. From this velocity a model of the aerodynamic
drag expressed in the body-fixed frame is given by

Fae to =  - 0 . 1 6 1 ^ 1 ^  (4.49)

where the duct diameter and chord were taken as 19in and 18in, respectively. Although this model is very 
approximate, it can be useful for simulating the performance of the closed-loop system. It is assumed th a t 
Faero acts evenly over the center of gravity and does not generate any moment on the system.

4.7 Final System  M odel
The final dynamic model is a set of first-order non-linear differential equations. The linear acceleration of 
the system is given by the sum of all the forces which are applied to the system. Since the forces are given 
with respect to the body-fixed frame, transformations must be utilized to  express these forces in the inertial 
frame of reference.

4.7.1 D irect Cosine M atrix M odel
Let R  denote the direct cosine matrix which describes the transformation from the inertial frame to the body 
fixed frame.

R = b0R  (4.50)

The forces exerted on the body are the forces applied by the control ailerons, Fa, the rotor th rust T  which 
points in the negative z  direction, the disturbance force Fd, and the force due to  gravity. All forces with 
exception to  gravity, are expressed in the body-fixed frame which must be transformed to the inertial frame. 
The net force acting on the aircraft, expressed in the inertial frame, is given as

y :  F  =  mgz  -  T R t z -  j R T S{z)Ta +  RT Fd +  R T Fae™ (4-51)

Recall from (3.95) the continuous time derivative of the direct cosine m atrix given by (4.50) w ith respect to  
the body-fixed angular velocity Oft. The resulting set of differential equations are given below

p = v (4-52)

m v  =  m g z - T R t z -  j R TS(z)Ta + R TFd + R T Faero (4.53)

IbCl =  —fi x IbQ — IT (fi x z) u)d — I rOdZ — (Qi -  Q 2 ) z  + ra + ez x  Fd (4.54)
R  = - S { D ) R  (4.55)
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4.7.2 Quaternion M odel
Let Q give the Euler Rodrigues symmetric param eter which describes the rotation from the inertial frame
to the body-fixed frame. Recall the continuous time derivative of the quaternion given by

Q = oQ = ( Q o ,  Q)  (4.56)

A direct cosine m atrix is still utilized to  perform the vector transformation. This direct cosine m atrix can 
be expressed as a function of the quaternion, as shown by

R  = b0R  = I  + 2S(q)2 - 2 q 0S(q) (4.57)

p =  v (4.58)

m v  =  m gz -  T R t z — j R t S (z)ra + R TFd + R TFaero (4.59)

Ibtl =  - f i  x  I bD -  I r {Llx z) Ljd -  ITujdz -  (Q i  -  Q2) z +  ra +  ez x  Fd (4.60)

Q = \ Q o Q n  (4.61)

Qn = (0 , fi) (4.62)

4.7.3 Simplified M odel
If the rotors are controlled such th a t the differential speed uid is zero, no disturbances axe present, and the 
drag experienced by both rotors are the same, then a simplified model is obtained which is given below.

For ujd = 0, Qi — Q 2 , and Fd =  0, the simplified model is given by

p =  v (4.63)

m v = m g z - T R t z ~ ^ R TS{z)Ta + R TFaero (4.64)

/ 6fi =  - n x i bn  + Ta (4.65)
R  = - S ( D ) R  (4.66)

Alternatively the quaternion can be used to represent the system orientation

Q = \ Q O Q n  (4.67)
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Chapter 5

A ttitude Estim ation

The three types of sensors focused on in this thesis are accelerometers, magnetometers, and gyroscopes. 
Each sensor is triaxial having the capability to measure on the three orthogonal axes. Each of the three 
sensors has a role in estimating the system’s attitude, however, the gyroscope is implemented differently from 
the accelerometers and magnetometers. The accelerometers and magnetometers are used to give body-fixed 
vector observations of the earth ’s gravity and magnetic field, respectively. The gyroscopes are used to obtain 
the body-fixed angular velocity of the aircraft. Since the gyroscope signals are related to  the rate of change 
of the system attitude, integration is required to obtain estimates of the system attitude. The accelerometer 
and magnetometer signals are proportional to  the system attitude and therefore do not require integration 
which overcomes the fundamental flaw of the gyroscopes. Still, the accelerometers and magnetometers are 
not w ithout their own sources of error. Due to the unknown characteristics of the sensors, or the dynamics
of the system, all of the sensors can be flawed. To address these inaccuracies all three sensors are utilized
with the proposed estimation algorithms to  obtain improved estimates of the system attitude.

5.1 G yroscopes
Ideally, the gyroscopes would be used to measure the system body-fixed angular velocity fi. However, in 
addition to  fi the gyroscope signals are affected by sensor bias, 6 , and noise, n g. A model commonly used 
which addresses these factors is given by

fig =  fi +  6  +  n .g  (5.1)

In practice, gyroscope seucors have physical limitations such as bandwidth, and therefore have lowpass 
characteristics. Due to the presence of noise low-pass filters are often implemented either in hardware or 
software further deteriorating the accuracy of the sensor. A second gyroscope model is given by

=  Tg +  1 ^ " .n (t) + b + n9\ ’ !

which includes a first-order representation of these low-pass characteristics, wiiti C t  is the time-constant of 
the low-pass filter.

62
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In an effort to  overcome the gyroscope bias problem, the gyroscope signals can be easily measured while the 
system is a t rest. Still, since these signals are integrated even the smallest amount of bias will cause the 
a ttitude estimates to drift, especially over longer flight times. This practice also assumes th a t the gyro bias 
is constant, when it is actually time varying, and most often also varies with ambient temperature.

5.2 A ccelerom eters
Accelerometers are used to measure gravitational force to obtain a vector observation of gravity in the body- 
fixed frame. Since gravity in the inertial frame is known the accelerometer can be used to obtain 2 of the 
3 degrees of freedom of the system attitude. However, in addition to  measuring the force due to  gravity, 
the accelerometers inherently measure other system forces, for example the force due to linear accelerations 
of the sensor which cannot be distinguished from the gravity vector. These forces can result from linear 
acceleration of the system as well as system rotational velocity and rotational acceleration when the sensor 
is not located at the system center of mass. A model which accounts for the linear accelerations of the sensor 
v 3, sensor bias by , and sensor noise n y , is given by

y = oR ( z -  +  by + n y (5-3)

W hen the sensor is not located at the system center of mass, rotational motion also causes acceleration of 
the accelerometer. This is demonstrated by Figure (5.1) which illustrates a rotating rigid body. The point 
p is rigidly attached to  the body, and is assumed to  be located on the body-fixed z axis. This is similar to 
the physical position of the IMU in the ducted-fan system. Note tha t the position of the IMU expressed in 
the inertial frame of reference is given by

Ps = PCM +  °bR dz (5.4)

as a function of the position of the system center of mass p c m • The velocity and acceleration of the IMU 
due to  the system linear translation and rotational movement is given by

Vs = v c m  + bR S  (^i>) d z  (5.5)

v s = v c m  + % R S (Ob)2 d z  +  % R S ( t l b )  d z (5.6)

Since the rotation m atrix now gives the transformation from the body-fixed frame to the inertial frame, the 
time derivative is now expressed by %R =  %RS (0). Equation (5.6) contains three terms which contribute to 
the acceleration of the IMU. The first term is the acceleration due to the linear translation of the system, 
and the second and th ird  term  are known as the centripetal and transverse accelerations, respectively. These 
accelerations all affect the quality of the accelerometer signals. To reduce the effect of the transverse and 
centrifugal forces, it is desirable to place the accelerometer as close as possible to the system center of mass. 
Often, approximations are made which assume th a t system accelerations are small. Under these conditions 
in addition to  knowledge of the accelerometer bias through measurement and neglecting noise, a simplified 
model of the accelerometer signal is given by

V = b0R z  (5-7)
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Vt-.u

Pcu

_  , -  Centripetal Acceleration
Transverse Acceleration -  . y \  .  >-

\  IR S x il 'td ;  
i \  41
V ' a • /

>o<

Figure 5.1: Rotating Rigid Body Figure 5.2: Acceleration due to  R otation

5.3 M agnetom eters
Since accelerometers can only obtain the pitch and roll of the system, an additional vector observation must 
be obtained which is orthogonal to the gravity vector. Since the earth’s magnetic field has a component 
which is orthogonal to  the gravity vector, it can be used to obtain a measurement for the system yaw, 
■0. Unlike the accelerometers, the magnetometers are not affected by system forces. They are, however, 
affected by magnetic fields which are created due to the electric current supplied to  system electronics or 
electric motors, as well as other magnetic fields created by environmental surroundings such as buildings. 
The quality of the magnetometer signals can be improved by measuring the relationship between the m otor 
control effort and the resulting perturbing magnetic field. This value can be subsequently removed from 
the sensor measurements. However, the magnetometer signals tend to be noisy in nature which deteriorates 
measurement reliability. A magnetometer model is given by

m  = baR h  + f ( T )  + bm + nm (5.8)

which is given as a function of sensor bias 6m, sensor noise n m, the surrounding environmental magnetic field
h, and the effect due to the electric motors /  (T). Similar to the accelerometer, by measuring and removing
the sensor bias and effect due to electric motors and neglecting noise, a simplified model is given where h is 
the magnetic field of the surrounding environment by

m  =  baR h  (5.9)

5.3.1 Angular Velocity and the Euler Angles
Since Euler-Angles are often used to  represent aircraft orientation, a method shown by equations 5.10 and 
5.11 was presented in [21] which shows the relationship between the 3 — 2 — 1 asymmetric set of Euler angles 
and the body-reference angular velocity. Since |U| =  cos 0 it is clear tha t a singularity exists when 6 =  7t / 2 .

O = E  I 0 J (5.10)
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— sin 0 \
E  =  \(j) s\n4>cos0 (5-11)

cos <j> cos 0 )

cos f sin <i> sin 0 cos d> sin (
E ~ 1 = ( -------I 0 cos0cos0 — sin0cos0  I (5-12)

V COS* /  V 0  sin</> cos<j> )

Provided th a t 0 ^  7r / 2 , the euler angles can be obtained from integration of the angular velocity and the 
transformation given by E.

5.4 A ttitud e Estim ation from Vector Observations
Due to the problems associated with attitude estimation using the gyroscope signals, it is advantageous 
to obtain a method for attitude determination which does not involve the integration of flawed signals. 
Using the accelerometers and magnetometers body referenced vector observations of the earth’s gravity and 
magnetic field can be used to provide estimates of the system attitude.

Consider the simplified model of the accelerometer signal. From here, it is assumed th a t the magnetometer 
and accelerometer signals axe normalized, or ||m|| =  j|y|| =  1. In light of (3.73), the accelerometer can be 
used to obtain estimates of two of the three Euler Angles,

/  — sin# \
y  =  R z  =  I sin <p cos 0 I (5.13)

\  cos (j) cos 0 j

0 =  — arcsini/i (5-14)

<f> =  arctan2 (s/2 , 2/3) (5.15)

where arctan 2 is the four-quadrant arctangent. To obtain the th ird  Euler angle the magnetometer is used. In 
general, the surrounding magnetic field will have a vertical component and a horizontal component which is 
tangent to the earth’s surface. Arbitrarily it can be assumed th a t the horizontal component of the magnetic 
field is aligned with the inertial x  axis, then we can say th a t h € s p a n (x >y), or h =  (hx . 0, hz). In the 
body-fixed frame the magnetic field vector is expressed as

(  R n  \
R h  = R 2i +  h zy  (5.16)

1 * 3 1  J
Using this result, if the values of the magnetic field are known, the first column of the rotation m atrix can be 
obtained. Since the value of the surrounding magnetic field may not be known, or may change if the system 
is placed in a different environment, an algorithm which does not require knowledge of the magnetic field 
is desired. This type of algorithm, which was investigated by [18], uses Gram-Schmidt orthonormalization. 
Using this method, the component of the magnetometer signal which is parallel to the accelerometer signal 
is obtained. Recall equation (5.17), which gives the component of v  which is parallel to u. From (5.17), the 
vertical component of the magnetic field can be found, as follows
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. . U T V U
«l(«) =  W  (5-17)

yTm  =  hz (5.18)

By removing the component of the magnetometer signal which is parallel to the accelerometer signal and
normalizing, the first column of the rotation matrix is obtained. The second column of the rotation matrix
is then obtained by taking the vector cross product of the third and first column, as shown by (5.19), since 
y x ay  =  0 where a  £ R. From the relationship between the rotation m atrix and the Euler angles, the third 
angle is obtained by

bR = (  m  ~  y ^ y  yXTJl
° \  ||m -  y l my\\ ||m -  yTmy\\

tp =  arctan 2  (R 1 2 , R 1 1 )

Finally, the quaternion Q  is obtained from the euler angles using

 ̂ C4,/2C0/2Cy,/2 +  S <f>/2S g /2 S ^ , /2

Q  _  8 ^ 1 2 0 9 / 2 ^ / 2  -  C(p/28 d / 2S i>/2
0 / , /2 s e / 2 c ip/2 +  S 0 /2 ce/2«i/)/2  

V C ^ /2C9/ 2S^j/ 2  -  S ^ / 2S9/ 2C^ / 2

5.5 E stim ation Algorithm s
In [27], different estimation algorithms are presented which combine the gyroscope signals with the ac­
celerometers and magnetometers. The first algorithm requires the knowledge of the actual system attitude 
through Q which is not ideal. Algorithms 2 and 3 provide estimates for the gyroscope bias using measure­
ments obtained with low-pass sensors. If an estimator is developed where lim 6 =  6 , then at some point the

t—* OO

gyroscope signal becomes more accurate, resulting in improved attitude estimates from integration of the 
gyroscope signals. However, due to the nonlinearities associated with the system, obtaining the bias alone 
does not guarantee convergence of the attitude estimates to the actual attitude. Therefore, in addition to 
the bias estimate, an additional input to the attitude observer is required to  guarantee convergence. One ap­
proach to th is problem involves complementary filtering of the gyroscope, accelerometer, and magnetometer 
signals. The complementary filter approach is suitable since the gyroscope signal is reliable a t high frequen­
cies, since the gyro bias has a constant value, and the accelerometer and magnetometer signals are reliable 
at low frequencies, when the system accelerations are small. Still, the complementary filter is enhanced due 
to estimation algorithms 2 and 3.

5.5.1 A lgorithm  1
A bias and attitude observer is proposed in [27], which uses the gyroscope measurements in addition to  the 
quaternion. Consider the following estimator

(5.19)

(5.20)

(5.21)
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Q  = 5 Q  ® Q f >
P  = — b +

6 = — ̂ 2Q

(5.22)

where T{^2 } =  2, >  0, Qp =  (0, P), Slg =  Cl +  b, and

Q  = ( q~ )  =  Q _ 1 ©<2 (5.23)

then lim 6 =  6 and lim Q  =  Q.
t —+oo t—*OC

P ro o f: Consider the following Lyapunov function candidate

V  =  ( I - q 0)2 + qTq + ,
=  2 ( l - g 0) +  | 6 T r j 16 ( 5 ' 24)

where 6 = 6  — 6 and the gyroscope bias is assumed to be varying slowly with time, or 6 w 0. The derivative 
with respect to  time of 5.24 is then given by

V  = - 2 ^0 + 6Tr 2 ^  (5-25)

Given tha t Q =  baQ, then Q ^ 1 =  °hQ. The required time derivative of Q can be derived from (3.112).

& Q - 1 =  - \ Q e ® Q ~ l (5.26)

Q =  Q~1 q Q + Q ~ 1 O Q
x (  qT ( P - 0 )  \  (5.27)
2 q0 ( a - P ) + S ( q )  (Cl + 0)

In light of (5.27), the time derivative of the Lyapunov function is given by (5.28). Under the estimation law 
given by (5.22), we obtain

V  =  —qT (p — Qg +  6) +  6Tr̂ "16 (5.28)

V  =  - q TT xq (5.29)

From (5.29) we can conclude tha t q0, q and 6 are bounded. To show th a t (5.29) is uniformly continuous a 
sufficient and necessary condition is tha t i t ’s derivative is bounded. Consider the second derivative of the 
Lyapunov function given by

V  =  - r x ( s { q ) { 2 D - b  + T2q) - q 0 (b + T2q ) )  (5.30)

Since we know qot q, and 6 are bounded, and we assume II to be bounded, then (5.30) is also bounded, and
hence invoking B arbalat’s lemma, one can conclude th a t lim q =  0. This implies th a t lim qQ =  ±1. Also,t—» OO t—+00
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since Q is bounded, then lim Q =  0, which implies th a t lim Cl = j3. Therefore, lim b = b, and the biast—*-oc t—*-oo t—*oc
observer converges to  the actual value of the gyroscope bias.

In practice since the actual quaterion Q is not available, if the system accelerations are small, or Q «  Q. then 
the above estim ator can be implemented where Q = Q - 1  Q Q. Under the above estimation law, the estimate 
Q will converge to  the quaternion obtained from vector measurements. W hen the system accelerations are 
small, then Q «  Q, and the attitude observer converges to  the actual attitude.

5.5.2 A lgorithm  2
Previously, it was assumed th a t the quaternion obtained from vector observations is ideal, when actually 
these measurements axe affected by noise, system accelerations and dynamics attributed to  the low pass 
characteristics of the sensors. In addition to  the physical limitations on sensor bandwidth, low-pass filters 
are often implemented in hardware or software for noise filtering. To include these dynamics in the a tti­
tude estimates from vector observations, consider (5.31), where the traditional equation for the quaternion 
derivative is given. To model the low-pass dynamics, the following model is used by [27]

Q = |  Q o C l  (5.31)

where Cl is given by

Cl = -A f t  +  Aft (5.32)

From (5.31) we can obtain the virtual angular velocity as follows

Cl =  2 Q -1 © Q  (5.33)

where [Q] =  -s[Q]. In practice Q can be obtained from Q using the following filtered derivative

£ ( s ) *  T / + 1  Q (5-34)

As shown in [27], an observer for gyroscope bias is given by

Cl =  -A C l +  A  (cig — b) (5.35)

b =  - rC l  (5.36)

Cl = C l- C l  (5.37)

Using this estimation law, it can be shown th a t lim 6  =  0, and lim Cl =  0.
t —*oo t — ►OO

P ro o f: Consider the following Lyapunov candidate

V  = ± P ' r - 1b+±ClTA - 1Cl (5.38)
where
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6 =  6 - 6  (5.39)

The time derivative of the Lyapunov candidate is then given by

V  =  bT T - 'b  + ClT A - 1Cl (5.40)

Taking the time derivative of (5.37) we obtain

Cl =  -A O  +  A6 (5-41)

Hence

V  = b T r - ' b - C F n  + C F b  (5-42)

FVom the estimation law given by (5.36)

V  = ClT ( s i g - b - n - A - ' n j  (5.43)

v  =  ~CiT Ci (5 .44)

which implies th a t 6 and Cl are both bounded. Furthermore, since Cl is bounded then lim Cl =  0  which
t — > 0 0

implies th a t lim 6 =  0 .
t —+ oo

5.5.3 A lgorithm  3
In the case where the dynamics given by A  axe unknown, the following estimator has been proposed in [27]

n  =  - A n  +  A  ( n g — 0  +  m  (t) e (5 .4 5 )

6 =  - r n  (5.46)

9 =  T M {t)C l (5.47)

where Cl = Cl — Cl and

M { t )  =  diag(m  1 m 2 m ^)7  (5.48)

where the vector

m  — (m i m 2 m 3)T =  fig — Cl — b (5.49)

Provided a persistency of excitation condition is satisfied it can be shown th a t Cl, 6 , and 0 converge expo­
nentially to zero.
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P ro o f: Consider the following Lyapunov function candidate

v  = i6T̂ r -16 + i0Tr - 1(9 + |n Tn (5.50)
Also, 6 =  6 — 6 and 0 = 9 — 9, where the vector 9 contains the diagonal components of the matrix

A A  = A - A  (5.51)

The time derivative of the above Lyapunov function is then given by

v  = bTA r - 1b + eTf - 1e + ciTci (5.52)

Since we assume th a t the gyro bias as well as A  and A  are constant, then 6  =  0  and 6  =  0 , and in light of
(5.41) the Lyapunov time derivative becomes

V  = ( b - b ) T A T - ' b - b 7’ AD
.  ■- - (  (5-53)

+eT r ~ 1e + n T [ACiQ- A n - n

which is simplified in light of (5.45) and (5.46) to  obtain

V  =  -C F A C l  (5.54)

From (5.54) we can conclude th a t 6 , 9, and Cl are bounded. Furthermore, if the persistency of excitation 
condition (32) in [27] is satisfied, then 6 , 9, and Cl converge exponentially to zero. As a result we can conclude 
tha t lim S2 =  12, lim 6 =  6 and lim 9 = 9, (see [27] for proof).

t —►CO t —►CO t —►CO

5.5.4 Com plem entary Filter
In order to  implement the gyroscope signals in addition to the accelerometers and magnetometers, a comple­
mentary filter can be used to fuse the signals together to obtain accurate estimates of the system attitude, 
[27], Since the gyroscope bias is a constant value, the signal is more reliable at high frequencies. When 
the system accelerations are small, then the accelerometers are more accurate in measuring the direction of 
gravity. Therefore, it is desirable to  obtain the low-frequency components of the quaternion Q, since Q «  Q 
a t low frequencies and low system accelerations. To determine a suitable input for the low-pass portion of 
the complementary filter, consider the Lyapunov function candidate given by

V  = (1 - q o f  + cpq
=  2  ( 1  — q0) (5‘55)

where

Q  =  («o, q) _ 
= <5_1 o<5

(5.56)

The time derivative of (5.55) is given by
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V — 2 q0 / r  g y ' j

=  - q T { P - D )  ( J

since

Qo = §<T (/? -  ft)

In light of (5.57) choosing @ = 0, + Tq where T > 0. a negative definite result is given by

V  = - q TTq (5.58)

Since V  is bounded, then we can conclude th a t lim q = 0. Using this topology, an attitude observer is given
t — ► OO

by (5.59) and (5.60) which uses a complementary filter, where Fi{s) + F^is) = 1. Furthermore, rather than  
estimating the quaternion directly, the input to  the observer is the virtual angular velocity corresponding to 
Q. This ensures tha t the unit-norm constraint of the quaternion is always satisfied.

Q =  \ Q q Q/3 (5-59)

/3 = Fi (llg -  bj + F2 (Cl + Tq) (5.60)

The filters Fi and F2 are second order filters of the form

r? _  s 2 +  f  N

F l(’ > -  i ’ + K w  + u l  (5‘61)

<5-62>
where the filter damping ratio is chosen as f  =  2 - 1 / 2 and wn is the cutoff frequency of the filters.
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Chapter 6 

Control Design

For attitude stabilization the primary challenge is obtaining accurate estimates of the system attitude. 
Provided th a t these estimates are accurate, then a PD type of control can be implemented to  stabilize the 
aircraft. It is well known th a t many mechanical systems can be controlled using this type of feedback. 
Other authors have included the compensation of other system dynamics, (for example gyroscopic torques 
[26], or the inertia tensor [25]). Including these compensating terms can improve the overall performance 
of the system, yet is not a necessary condition for system stability. Also, in practice, simple control laws 
are sometimes preferred over the implementation of complex feedback. For the PD control, the input to the 
proportional feedback is the vector part of the quaternion, where the input to  the derivative feedback is the 
system angular velocity.

6.1 Set-Point Control
A set-point type of control is implemented to allow a pilot to specify a desired system attitude. The feedback
control then  acts to stabilize the system to the desired attitude. This allows the aircraft to be directed by a
pilot while the aircraft performs the necessary stabilizing action. Therefore, a new quaternion defined as the 
error quaternion describes the difference between the desired attitude and the estimated attitude, as given
by

Q e : =  (?eo , Qe)
=  » r l 0 «  (6 I)

where the desired quaternion

Qd =  ( ^ ; )  ( 6 . 2)

is obtained using (3.83) from the pilot specified Euler angles given by

Vd =  ( <t>d ®d ipd )T (6-3)

To determine the control input consider the Lypaunov function candidate

72
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V  = a  (q jq e + (qeo -  I )2)  +  \ 0 TIb0  ^  ^
=  2a (1  — qeo) + \D T IbO

V  =  - 2  aqeo + fi T Ib(l (6-5)

For this system the set-point input is assumed to be a constant value resulting in the derivative of the error 
quaternion given by (6 .6 ). For tracking controllers, see [29] and [25]. Also, assume the general dynamic 
equation of a rigid body given by (6.7).

Qeo =  - qI O  ( 6 .6 )

i bh  =  - 0 .  x i bn  + r  (6.7)

V  =  q J n  +  n T T (6 .8 )

Using the given control law the Lyapunov time derivative becomes

r  =  — aqe — (6-9)

v  = - n Tm  (6.io)

6.2 P D  Control
Since an observer is implemented for the gyroscope bias, the controller previously mentioned can be improved 
by removing the estim ated gyro bias from the velocity measurement.

t  =  - a q e

The feedback structure is shown in Figure (8.14), where u> and 7  are the desired angular velocity for the two 
motors and the desired servo angle, respectively.

6.3 D esired Yaw Im plem entation
The pilot input contains four independent channels. Two of these channels axe used for the desired roll and 
pitch, where a  th ird  channel is used for the desired throttle. The fourth channel is used as an input for the 
yaw. W hen the pilot joysticks are centered, a null value is used for the desired pitch and roll. However, it 
may be desired to operate the aircraft with a yaw position other than  the null position. For example, if we 
desire the aircraft to  point in a certain fixed direction other than the null direction due to the surrounding 
magnetic field, it is not desirable for the pilot to  constantly send the desired yaw signal. As as result, the 
desired yaw is obtained by integrating the pilot input signal using the following differential equation

Ripd = ~ S ( D ^ ) I L p d (6-12)
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T
Pilot

C a l c u l a t e  0
C o n tr o l  ------—

I n p u t i Ducted F a n ;
C a lc u la te
A c tu a to r

In p u t

P D
C o n tr o l le r

Sensors

A tti tu d e
E s t im a t io n

Figure 6.1: Feedback Control Block Diagram

where

tog, =  (0 0 u)T (6.13)

To avoid drift, a dead-zone is applied to the pilot input

J  0  |u| < k  . .
u  =  (  u  H  > k (6'14)

Due to the nature of the direct cosine matrix, the resulting desired yaw signal will be bounded for any pilot
input signal. Furthermore, the signal also contains wrapping characteristics when extracting the desired yaw
Euler angle from the rotation matrix (see appendix), or —7r <ip < n .  For example, the aircraft could rotate 
about the yaw axis indefinitely without causing saturation of the yaw signal.
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Chapter 7 

Simulations

7.1 Ideal M odel
A series of simulations are performed for the three algorithms using an ideal system model. A PD controller 
is implemented for the attitude stabilization.

Ideal S ystem  M odel:

Q =  \ q q Qo (7.1)

Ibfl  =  - I b x l bfl + T (7.2)

Set-P oin t Control:

Sensor M odel:

r  =  - a q e -  T (fig -  bj (7.3)

=  (Qd) 1 0  Q (7.4)

(7.5)

(7.6)
(7.7)

(7.8)

(7.9)

(7.10)
(7.11)

Q  = \ q q Q o

t i  = —Aft d- Aft
f i g  = f l  -(- b

1 -
^  = 2<2©<2/3

P  = f i g  — b  +

b = - r  29
Q = Q - X Q Q
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Parameter Value

Low Pass Filter Characteristics A  = 2 0 ^ / 3  x 3
Proportional Control Gain a  = 2 0

Derivative Control Gain T =  5
A ttitude Initial Conditions Q(0 ) =  Q ,
Gyroscope Bias 6 = (0.5, —1.5, l)d e g /s
Desired A ttitude Vd = (10, — 10, 30) deg @ t  = 2s

( 0.5 0 0 \
System Inertia Tensor h  = 0 0.5 0

V 0 0 0.25 )
Complementary Filter Dampening Ratio Ip - 2 -V 2

Complementary Filter Cutoff Frequency Wn = 2tr (1 Hz)

Table 7.1: System Simulation Parameters

Parameter Value

Initial Conditions 

Observer Gains

0 ( 0 )  =  Q i

6(0) =  0 3 x 1 
IT =  5/ 3x 3
T2 =  10/3x3

Table 7.2: Algorithm 1 Simulation Parameters

7.1.1 A lgorithm  2
The bias and angular velocity observer outlined in algorithm 2 are used with a complementary filter to 
develop estimates of the system attitude. The bias and attitude estimates are used by the PD controller, as 
previously mentioned.

Observer:

Cl = -A D  +  A

b = —r i f 2

Cl =  Cl — Cl

( n g - b ) (7.12)

(7.13)

(7.14)

F iltered  D erivative:

Q(s) =

Cl =

Q
T f S  +  1

2Q~1 © 0

(7.15)

(7.16)
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C om plem entary Filter:

0  =  \ Q Q Q p (7.17)

0(a) = F1{s)(Q g - b j + F 2(s)(Q  + T2q) (7.18)

Q =  Q ~l Q Q  (7.19)
(7.20)

Parameter Value

Initial Conditions 

Observer Gains

Filtered Derivative Time Constant

0(0) =  Qi
Up) = °3xl
0 ( 0 )  =  0 3 x 1  

F i  =  h x 3

T 2 =  0.5/3X3 
T f  =  0.01

Table 7.3: Algorithm 2 Simulation Parameters

Observer:

O =  - A O  +  A  ( l lg -  bj +  M(t)Cl (7.21)

b =  - r i f i  (7.22)

6 =  TM(t)Cl (7.23)

0  =  0  -  0  (7.24)

Af(t) =  d ia g (m i , m 2, m3) (7-25)
(7.26)

where

fig -  Cl -  b = (m i, m 2, m 3) (7.27)

7.2 Effect o f Linear A ccelerations
A simulation is performed to show how the linear accelerations can negatively affect the attitude estimates. 
The linear accelerations directly affect the accelerometer signal by the following

R  (gS — v) ,
y = T W f -  T il 7.28\ \R ( g z - v ) \ \
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Parameter Value

Initial Conditions

Observer Gains

Q( 0) =  Qi
6(0) — 03xi
n(o) =  03x1
0(0) =  03x1
ri = 2/3x3
r2 = 0.573x3
f  = 50/3x3
A  = 5/3x3

Table 7.4: Algorithm 3 Simulation Parameters

where v is the inertial-referenced system acceleration. The previous description of the system aerodynamic 
drag is an under-prediction of the actual aerodynamic forces acting on the system. However, without 
performing wind-tunnel tests, it is very difficult to  accurately describe these aerodynamic forces. Since 
the system aerodynamic drag helps to reduce system accelerations, an under-prediction leads to  simulation 
results where the system is difficult to  stabilize. In the absence of an accurate aerodynamic model, the ratio 
k of the system acceleration is applied to the accelerometer

R  (qz — kv)
y = iipr - r-MH 7-29||R (gz  -  kv) ||

Since the system yaw dynamics are different from the pitch and roll, it was useful to have the ability to 
have a different value of proportional gain. Although, the theory suggests th a t the proportional gain should 
be a constant, simulation and experimental results both proved th a t system stability could be improved 
by using different values of proportional gain for the three different elements of the quaternion making a  a 
3 x 3  matrix. In an attem pt to keep the system accelerations small, the set-point control input was applied 
through a first-order low-pass filter with a cut-off frequency of /  =  0.05Hz.

Parameter Value

Initial Conditions 

Observer Gains 

Proportional Control Gain 

Derivative Control Gain

0(0) =  Qi
6 (0 ) =  0 3 x1 

Ti =  2 / 3 x3

r2 = 0 .1 / 3 x3
a = 20

/  4 0 0 \  
r =  0 4 0 

\  0 0 8 /

Table 7.5: Algorithm 1 W ith Linear Acceleration Simulation Parameters
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Parameter

Initial Conditions

Observer Gains

Proportional Control Gain

Derivative Control Gain 

Filtered Derivative Time Constant

Value

<3(0) = 
6(0) = 
6 (0) =

r i =

r2 =

r =

r f  =

0 20

\  0 0

/ 4 0 0
0 4 0

\  0 0 8
0.02

Table 7.6: Algorithm 2 W ith Linear Acceleration Simulation Parameters

7.2.1 Discussion
Figures (7.1) through (7.13) demonstrate th a t all of the algorithms result in a stable closed loop system 
under ideal conditions. For algorithms 1 and 2, the simulations show th a t the resulting system attitude 
for the closed loop system is overdamped, where the results for algorithm 3 show a slightly underdamped 
system. Since the bias estimate is included in the velocity portion of the PD controller, the bias observer 
gain can have an effect on the closed loop performance. Figure (7.10) shows a larger deviation of the bias 
estimates which contributes to the overshoot of the system attitude for algorithm 3. Figures (7.14) through 
(7.33) show the negative effect of linear accelerations on the attitude estimates. Although in simulation 
the linear acceleration was attenuated by a factor of 0.5, this value can be increased by obtaining a more 
accurate model of the system aerodynamic drag.
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Parameter Value

Initial Conditions

Observer Gains

Proportional Control Gain

Derivative Control Gain 

Filtered Derivative Time Constant

9 (0) =  Qi
6(0) =  0 3 Xi

6(0) =  03xi
0(0 ) =  0 3x i
r i
A  
f

0-173x3
0 - l / 3x3
0 .5 /3x3

r2 =
0.5 0 0
0 O.S 0
0 0 2.5

20 0 0 \
0 20 0
0 0 1 )

r =

T/

Table 7.7: Algorithm 3 W ith Linear Acceleration Simulation Parameters
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Algorithm  1 Simulation Results
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Figure 7.1: Estimated System Attitude
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Algorithm  2 Sim ulation Results
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Algorithm  3 Sim ulation Results
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Algorithm  1 w ith Linear Acceleration Sim ulation Results
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Algorithm  2 with Linear Acceleration Sim ulation Results
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Algorithm  3 w ith Linear Acceleration Simulation Results
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Chapter 8

Experimental Results

A prototype aircraft was developed in order to test the theory discussed in this thesis. The design criterion 
was to implement a fully autonomous system with the required power sources and embedded circuitry 
necessary for stand-alone operation. Other systems, for example [26] and [18], have been implemented where 
the control signals were sent to the aircraft via a fixed or wireless link, however, for this system a fully 
embedded solution was investigated.

8.1 System  P rototype
Since this system contains two rotors, two separate motors, batteries and m otor controllers were used. Also, 
since these components had to be placed near each other, structures at the top and bottom  of the aircraft 
were required to hold the devices. These structures are called the nose and tail cone, respectively. The 
primary structure, or super-structure, of this system is the duct itself, which includes m otor mounts and 
connections to  the upper and lower system structures. The duct was also used to  route wiring to and from 
the nose and tail cone. To provide the control effort, control surfaces were built and located a t the exit of 
the duct. This section gives a description of these system components.

8.1.1 Shroud or Annular Airfoil
The system structure is separated into the shroud or duct itself, the nose cone, and the tail cone. The 
system power plant was primarily considered for a maximum system weight of 1216s. The conclusion of 
these considerations opted for a rotor diameter of 14 inches. The shroud, which is shown by figure (8.1), was 
fabricated using rigid foam. The foam was professionally milled to  create the contours of the duct as well 
as the tolerances required for the rotor on the inner section, which can be seen in Figure (8.2). The inside 
section of the duct was also designed to increase in diameter towards the exit of the duct in order to enhance 
th rust augmentation. After machining the sections of the shroud, holes for the motor mount shafts were 
drilled with high precision a t exactly 120° apart. The motor mount shafts were manufactured from 3/8" 
carbon fiber tubing, which were permanently implanted within the duct using water-based contact cement. 
The motor-mount shafts are connected to  the motor mounts using 2 screws. However, since drilling holes in 
carbon fiber dramatically degrades the structural integrity of the carbon fiber tube, the ends of the carbon 
fiber tube were filled with wooden doweling and adhesive. The motor mounts, being the only part made of

89
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metal, were fabricated from aluminum using a computer numerically controlled (CNC) mill, to ensure the 
motor and rotor were perfectly centered.

Figure 8.1: System Shroud Figure 8.2: Shroud Dimensions

Ideally, composite materials would be used to  manufacture the duct. Since these materials were not readily 
available, rigid foam was chosen for it’s lightweight characteristics. This material is also able to  absorb an 
impact from a blunt object, since the foam will deform easily. However, rigid foam tends to puncture and 
crack very easily, especially when a collision with a sharper object occurs. In order to improve the structural 
rigidity, a fine fiberglass cloth was applied w ith a 2-part epoxy adhesive. Since the adhesive came in contact 
with the foam, it was im portant th a t an epoxy-type adhesive was used rather than  the traditional fiberglass 
resin. Traditional fiberglass resin is a solvent based product, and would quickly react with the foam resulting 
in a rapid deterioration and deformation of the foam. For this reason, care was chosen with all materials 
th a t came in contact with the foam, for example paint. After application of the fiberglass cloth, the duct 
was sanded, and finally covered in a coat of water-based paint. Two symmetrically placed holes were drilled 
on each side of the duct to allow for wiring. These holes were drilled on an angle near the top of the duct to 
allow for the connection of a tube to  the nose cone for system wiring. Finally, slots were cut into the bottom  
of the shroud to allow mounting of the control surfaces and the landing ring;

8.1.2 Control Surfaces, Landing Ring, and Tail Cone
In order to produce the torque required to  stabilize the aircraft, a system of ailerons, or wings, is required 
which are called the control surfaces. These ailerons axe positioned at the exit of the duct. Each aileron, 
which is shown by Figure (2.1), was fabricated from balsa in addition to plywood when extra strength was 
required. Four independently actuated pairs of ailerons were mounted to a base support located at the exit of 
the shroud. The base support is also shaped like an airfoil to  create a flapped airfoil as discussed previously 
in section (2.3.1. A plastic laminating film was used to cover the control surfaces. This laminating film 
contains an adhesive on one side and is applied using heat. Each aileron has an effective area of llsq .in  
which is smaller than the actual physical area since a portion of the aileron is shielded by the wall of the 
shroud.
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•s-

Figure 8.3: Control Surfaces and Landing Ring

Each pair of ailerons are actuated by a HiTec® HS-81 micro servo, which has a rated stall torque of 42oz — in  
and a maximum speed of 110 rpm. The servo is connected to  the ailerons via a plastic ball-joint as well 
as metal and plastic linkages as shown by (8.4). The control surfaces also act as a mounting point for four 
spring loaded legs which are attached to a circular plastic landing ring. The spring loaded legs are made 
from carbon fiber tubing which mate w ith an aluminum rod which was machined using a lathe. The legs 
are mounted to  the control surfaces via a hole drilled into the shroud. This hole was fitted with a plastic 
grommet to protect the shroud and to distribute the forces applied by the legs over a larger area. A tail 
cone section made from balsa wood was added to house the lower battery, servo power supply, and the lower 
motor controller. The tail cone was also built using balsa wood.

8.1.3 N ose Cone
A structure was required to  house the required power sources and electronics required to operate the system 
prototype. This structure was designed to  sit above the duct on the center axis of the aircraft to maintain 
symmetry and balance. A series of initial prototypes finally led to the design of a nose cone as illustrated in 
Figures (8.6) and (8.7). The nose cone structure was fabricated from ABS plastic using a rapid prototyping 
3-dimensional printer. This device is programmed to build 3-dimensional structures by depositing drops of 
ABS plastic layer by layer. This is not a perfect final solution for the nose cone structure since a stronger 
structure would be better suited for an aircraft. However, this was a good solution for the prototype since 
all components are mounted neatly and accurately. This is especially im portant since misplaced heavy 
components, such as the battery, will affect system balance and performance.

The nose cone contains most of the system electronics. Since the battery and electronic speed controller
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a

Figure 8 .4 : Servo Linkages Figure 8.5: Spring Loaded Legs

(ESC) for the upper motor should be placed close to the motor, they were also placed within the nose cone. 
As shown in Figure (8.7), the nose cone houses the system digital signal processor, interface electronics, RF 
receiver, and all sensors required for the attitude stabilization which are contained in the inertial measurement 
unit.

8.1.4 System  Power Plant
Careful consideration was taken when choosing the components for the system power plant. The power 
plant consists of the main batteries, motors, motor controllers, and the rotors. The choice of components 
all originated from the maximum system weight constraint of 12 lbs. Since the remote controlled aircraft 
hobby industry is very active, the technology behind related motors, batteries, and other electronics in this 
field has drastically progressed. As a result, a wide selection of high performance components are readily 
available. Currently, the two types of motors often used are either powered electrically, or by liquid fuel. 
Since this system prototype will most often be used in a laboratory environment with limited ventilation, 
the electric option was chosen. However, aircraft powered by a liquid fuel would offer longer flight times. In 
liquid fueled ducted fan aircraft, the duct also usually serves as the fuel tank.

From the weight constraint the motor chosen was the Plettenberg Orbit 25-12 outrunner motor, as shown 
in Figure (8.8). The term  ’outrunner’ refers to the fact th a t the motor exterior arm ature rotates around a 
fixed inner stator. This motor, which is manufactured in Germany, is highly efficient and has a maximum 
speed of 25,000 rpm. An optional cooling fan was also ordered with the motor. Since this motor is a three- 
phase brushless motor, a three-phase motor controller is required. The MGM Compro 8024-3 HELI in a 
programmable three-phase electronic speed controller (ESC) which has a current rating of 80A continuous 
and 100A peak.

As shown in Figure (8.10), the motors and rotors are mounted in opposite directions. Since the rotors must 
rotate in opposite directions, two different types of rotors were used. The upper rotor is a pusher type
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Figure 8.6: Nose Cone

of propeller, since it pushes against the motor. The lower rotor is a tractor propeller, which is the type 
used most often with aircraft. Other than the opposite pitch, the two propellers are identical. Initially, two 
Zinger® wooden 14 x 6 propellers were used. Future work will involve the investigation of different rotors, 
for example rotors made from nylon and composite materials, as well as rotors with multiple blades.

A high performance battery  is required due to the powerful motors. Lithium polymer batteries were used due 
to their high current capability and since they are much lighter than  other traditional non-lithium batteries. 
The batteries used were the Thunder Power ® 6-cell 4.2Ah lithium-polymer batteries, which are capable 
of supplying a continuous current of 63A, and a peak current of 100A. One disadvantage associated with 
the use of lithium batteries is tha t caution is required when charging or discharging the batteries. For a 
6-cell battery  the no-load voltage should never exceed the range of 19.8V to 25.2V (3.3V min /  4.2V max 
per cell). Over-discharging lithium batteries can result in deterioration of battery  life and reduced capacity. 
Over-charging the lithium batteries can result in internal failure resulting in violent combustion. As a result, 
only chargers which are meant to be used with Lithium batteries should be used. Also, since the batteries 
contain multiple cells in series and parallel, the individual cell voltages must be kept equal. To accomplish 
this, good lithium batteries have extra connections known as balancing tabs which connect to  the battery  
charger or to  a separate balancer. For the batteries used in this system, the manufacturer recommended the 
Thunder Power TP1010C charger and TP210V balancer.

8.1.5 Low Voltage Power Supply
A number of different electronics are contained in the system which require different source voltages. The 
control surface servos, RF receiver, DSP, and interface electronics require a  5V input. However, the servos 
introduce excessive noise and transients on the 5V rail which affect the other electronics. Since the main 
batteries have a voltage of at least 20V, the use of linear regulators would require excessive heat sinking due 
to the large voltage drop and power dissipation within the regulator. Switching regulators could be used to

R eproduced with perm ission of the copyright owner. Further reproduction prohibited without perm ission.



C H APTER 8. EXPERIM EN TAL RESULTS 94

Inertia l M e a s u re m e n t  U nit <r.

R F  R e c e iv e r  

In te r fa c e  C ircu itry

M otor C o n tro lle rB a tte ry

Figure 8.7: Nose Cone - Exploded View

eliminate the power dissipation problem. However, the noise associated w ith these types of power supplies 
affects the system electronics like the DSP and the analog sensors. To overcome this problem, a switching 
regulator and a linear regulator with a third low-voltage battery  was used. The switching regulator was used 
w ith the lower main battery to supply 5V to the control surface servos. A separate Lithium 3-cell 800mAh 
battery  was used with a linear regulator to power the DSP, RF receiver, IMU, the interface electronics, and 
the ESC’s since they require a 5V rail in addition to  the main battery.

8.1.6 D igital Signal Processor
A flexible and powerful solution for real-time implementation. To accommodate the constant system changes 
experienced with a prototype, a DSP which is easily programmed was preferred. The DSP is required to  
receive signals from a pilot operated transm itter, monitor the analog sensors, and provide control signals to  
the system motors and servos, all while processing the control and estimation algorithms.

After some investigation, a Texas Instruments C2000 family DSP was chosen. To aid in the prototype 
process, the R2812 eZdsp development board was used. This board is manufactured by Spectrum Digital 
using the T I TMS320C2000 R2812 chip. The development kit was also chosen due to i t ’s compatibility 
w ith Mathworks Embedded Target software. This software offers automatic code generation, which uses 
Real Time workshop and fixed-point Simulink to program the DSP. The code is generated based on the 
Simulink model where additional DSP Simulink blocks are provided to automatically program all of the 
DSP peripherals such as analog-digital converter, capture inputs, PWM outputs, general purpose 10, and 
communication platforms such as CAN networks and serial ports. The DSP operates at 150MHz, w ith a 
peripheral clock of 75MHz, allowing the DSP to perform all of the required tasks while maintaining a fast 
control loop sampling time. For this system a sampling time of 1ms was used.
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KPIETTENBERG
Figure 8.8: Plettenberg Orbit 25-12 Motor Figure 8.9: MGM Compro 8024-3 HELI ESC

The eZdsp development boards are offered with either the ’F ’ or ’R ’ version of the C2812 chip. The main 
differences of the two processors are related to the type of internal RAM used, where the ’R ’ version has 
faster internal RAM at the expense of having no internal flash memory. Although the ’F ’ version of the chip 
is easier to implement stand alone applications due to the fact tha t it uses flash memory, the ’R ’ version can 
still be programmed for stand alone operation by using the on-board 256k EEPROM. The ’R ’ version of the 
chip was chosen due to  the larger EEPROM memory and since it connects to  the host computer via USB.

While using the USB interface, a real-time connection can be made from MATLAB to the DSP through the 
TI Code Composer Studio (CCS) platform. This is useful for troubleshooting and obtaining data for any 
signal within the programmed DSP. While operating in stand-alone mode when the USB communication is 
disabled, the DSP can communicate to the host using one of the other communication platforms such as the 
CAN bus or through one of the two available serial ports.

8.1.7 Inertial M easurement U nit
The inertial measurement unit is the sensor assembly which includes the accelerometers, magnetometers 
and gyroscopes. The IMU is mounted in the nose cone near the top of the system. The ideal location for 
the IMU is a t the system center of gravity, to minimize the centrifugal and transverse accelerations due to 
rotational motion. However, placing the IMU near the top of the system reduces the effect of perturbing 
magnetic fields due to  the ESC and upper motor. In fact, due to  the sensitivity of the magnetic sensor, a 
bias measurement and calibration must be performed to measure the effect of static magnetic fields due to  
electronics such as the linear regulator.

The accelerometer and gyroscope are both IMEMS (Integrated Micro-Electromechanical Systems) sensors 
from Analog Devices Inc. (ADI). An ADXL330 ± 2g triaxial accelerometer and three ADXRS300 ±300°/s 
single-axis gyroscopes were used. Since the gyroscope is a single axis sensor, three are used in the IMU 
which are mounted on orthogonal axes using right-angled sockets. These sensors are unique since moving 
mechanical systems are all contained within an integrated circuit on the substrate level. The IMEMS 
gyroscope measures the rate of rotation by the coriolis force, which is experienced by linear translation of a
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Figure 8 .10 : Motor Orientation

mass within a rotating frame of reference. To illustrate this effect consider Figure (8.12). For the IMEMS 
gyroscope, a resonating mass is used on the substrate, which oscillates back and forth on one axis. When the 
entire arrangement experiences a rotation, the linear motion of the resonating mass causes a coriolis force. 
Capacitive sensors are used to sense the movement of the resonating mass due to the coriolis force. Since 
the mass is resonating at a high frequency, then the resulting movement due to  the coriolis effect will also 
be an alternating signal, where the amplitude of the signal corresponds to the rate of rotation. Since linear 
accelerations of the sensor would not produce an alternating signal, these sensors can distinguish between 
rotational and linear motion. The accelerometers operate on the same principal as the gyroscopes except 
without the resonating mass, using the capacitive sensors to  detect motion due to any sensor accelerations.

The Honeywell HMC2003 triaxial magnetometer was used for the magnetic reference. For each axis, this 
sensor uses a magneto-resistive bridge to  sense magnetic fields up to 2 Gauss, with a rated bandwidth of 
2kHz. Since the sensitivity and bias of the magnetic sensor can vary, especially when the sensor is exposed 
to strong magnetic fields, the sensor contains reset circuitry. This circuitry pulses the sensor with a domain- 
realigning magnetic field from an externally supplied current source to ensure sensor bias and sensitivity 
remain constant.

8.1.8 Interface Circuitry
The interface circuitry has a number of different tasks involving signal conditioning of the sensors, and 
communication with the servos and motors. Although the DSP development board requires 5V, the R2812 
DSP is a 3.3V device which is powered using an onboard regulator. Since the gyroscope and magnetometer 
require larger supply voltages, some signal conditioning is performed to change the bias of these signals. Also, 
a gain is implemented on magnetometer signals to  boost the weak surrounding magnetic field measurement. 
For future work a significant improvement would be to use sensors with digital outputs or use ADC’s located 
close to the analog sensors, since noise and transients can be coupled to the signals when long wires are used, 
especially in the presence of gain.

In addition to  the analog signal conditioning, the interface circuitry is used to communicate w ith the servos
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Figure 8.11: Spectrum Digital R2812 eZdsp Development Board

CoriolisFore*

Figure 8.12: IMEMS Gyro Theory of Operation Figure 8.13: IMEMS Gyroscope - Substrate (curtesy of ADI)

and electronic speed controllers since the DSP is too fast for these electronics. The remote controlled 
aircraft industry commonly use pulse-width modulated signals which operate around 50Hz. Since the DSP 
PWM outputs are designed to control motors directly through an H-bridge, the minimum obtainable PW M 
frequency is just over 1kHz. Therefore, the interface circuitry has the ability to read 6 PWM signals operating 
at 1250Hz, which it then converts to signals operating at 50Hz for the ESCs and servos.

The extra electronics also provides an extra level of redundancy over the DSP alone. Emergency stop inputs, 
fault detection, and IMU resetting signals are all performed by the interface electronics. These functions 
are performed by two Microchip dsPIC30F4011 digital signal processors operating at a frequency of 30MHz. 
These extra D SP’s also receive the pilot inputs and can operate the system in open-loop. This is useful for 
system testing and prototyping to ensure the system is functioning properly before allowing the main DSP 
to take control of the system.
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8.2 Experim ental D ata
An experimental test using the developed prototype was performed. Due to the presence of noise, several 
filters were used as shown in Figure (8.14). In addition to the filters, saturation was applied to  the control 
effort to  limit the movement of the control surfaces. It is apparent from the experimental results th a t a 
significant amount of noise is present in the system. This can be attributed partly to the analog sensors. 
Despite the noise, the results show a correlation between the desired and estimated attitude for the system. 
The desired attitude shown was obtained from a pilot input which attem pted to minimize the linear motion 
of the system. Due to  physical limitations of the aircraft surroundings, larger deviations in attitude was not 
possible.

Accetwonwtof—

Magnetometer—*̂ Renwive
Bias M -

! Estimation 
j Algorithm ,

Calculate CCj 
- Aileron *  ——

' Saturation
25 degrees

Calculate 
-  Servo »

Ar̂jte To Servos

Figure 8.14: Estimation and Filtering Block Diagram

Parameter Value

I  25 0 0 \
Proportional Control Gain a  -- 0 25 0

V 0 0 6.25 J
/  2.5 0 0 \

Derivative Control Gain T = 0 2.5 0
\  0 0 0.5 J

Initial Conditions Q( o) = Qi
6(0) = XCOo

Observer Gains r i = 313x3
r2 = 0.5/3X3

Table 8.1: Experimental Results -  Control and Estimation Parameters
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Chapter 9 

Conclusion

Remotely operated unmanned aircraft has been the focus of many researchers due to the increasing number 
of applications which they are suited for. Both manned and unmanned aircraft can be either fixed-wing, 
vertical take-off and landing (VTOL), or a combination of the two. Hovering aircraft are better suited 
for a number of applications since they can remain in a stationary position. Some of these applications 
could include surveillance, surveying, search and rescue, infrastructure inspection (for example bridges), 
aerial photography, atmospheric measurements, or any application where hum an presence may be unsafe. 
Unmanned aircraft can be directly operated by a pilot using a wireless link. However, it is desirable to 
develop aircraft which are autonomous requiring less input from a pilot. As a result, virtually anyone could 
fly these aircraft with little to no training since the aircraft is able to operate itself.

The ducted fan VTOL aircraft is considered since it offers a level of safety over traditional helicopters. 
Furthermore, it can be more compact since a helicopter tail and tail rotor are not required due to two 
counter-rotating propellers, or by the use of control surfaces to counter the rotor torque. The ducted fan 
can also offer additional thrust when compared to the unshrouded rotors, since the duct reduces rotor loss 
and improves efficiency.

An aerodynamic analysis was performed to study the airflow within and outside the duct to quantitatively 
describe (where possible) the forces and torques acting on the system. The aerodynamic analysis includes 
the airflow moving through the duct, the force generated by the system control surfaces, as well as the th rust 
generated by the rotor blades. In order to  describe the system attitude, a thorough description of a ttitude 
representation is given which includes direct cosine matrices, Euler angles, and the unit quaternion. Using 
the description of system forces obtained from the aerodynamic analysis, and the attitude representation, 
a complete derivation of a system dynamic model is given which includes gyroscopic torques of the system 
and rotor blades, as well as the effect of unequal rotor velocities and external disturbances.

The primary challenge of developing an autonomous attitude stabilizing controller, is to obtain reasonably 
accurate estimates of the system attitude. To accomplish this task a number of inertial sensors are used. 
Gyroscopes are used since this signal is directly linked to the rate of change of the system attitude. Alone 
the gyroscope signals are not reliable since unknown initial conditions and sensor bias cause estimation 
error and drift of the attitude estimates over time. Another way to  obtain attitude estimates is by vector 
observation. Accelerometers and magnetometers are used to  obtain body-fixed vectors of the earth’s gravity 
and magnetic fields, in order to obtain estimates of the system attitude. Since the accelerometers are affected 
by system accelerations, and the magnetometers by other magnetic fields, these estimates are also flawed.

101

R eproduced with perm ission of the copyright owner. Further reproduction prohibited without perm ission.



C H APTER 9. CONCLUSION 102

To overcome these problems, a number of estimation algorithms are discussed which were presented in [27]. 
These estimation algorithms use all three sensors to obtain enhanced estimates of the system attitude.

Having obtained accurate estimates of the system attitude, a PD control was implemented with a set-point 
input. The proportional part of the control input is the vector portion of an error quaternion. The gyroscope 
signal is used as an input for the derivative portion of the PD control. In the case where the gyroscope bias 
is estimated, this value is subtracted from the gyroscope signal.

A number of simulations are given which demonstrate the effectiveness of the estimation algorithms in a 
closed-loop system using the PD control. Simulations are also given to show the difficulties involved when 
other system dynamics and disturbances are introduced. The most difficult problem to overcome is due to 
the effect of linear accelerations on the accelerometer signals. Since the duct aerodynamic drag limits the 
system accelerations, it is useful to attem pt to  model this force to  generate realistic simulations. W ithout 
including the aerodynamic drag, the simulations suggest tha t the system is very difficult to stabilize and is 
very sensitive to disturbances and changes in control gains. This can be challenging since it is difficult to 
predict the aerodynamic drag of the system without the use of wind tunnel testing.

A system prototype which was developed is presented. This system contains all of the required electronics to 
create an autonomous system, which includes a Texas Instruments DSP, inertial sensors, and power sources. 
The system prototype is used to provide experimental results of the theory discussed in this thesis.

One future system modification involves sensor signal conditioning. Currently, analog sensors are used which 
are affected by noise. Since the magnetometer signals also require gain, the signal accuracy is further reduced. 
An improvement would include digital sensors, or the use of an ADC near the analog sensors which would 
communicate to the DSP via serial communication. Also, by using an additional sensor to measure the 
system altitude, the pilot would not be required to control the throttle  which would offer an extra degree of 
autonomy.

Other work could involve using the global positioning system (GPS) to obtain the systems position. There­
fore, the current attitude stabilizing aircraft could be extended to  have position control. Since the bandwidth 
of GPS devices is usually small, another interesting area of research would involve the use of a camera to im­
prove the estimation of the system position and orientation. This could be especially useful in environments 
where GPS is unavailable, for example indoors. Multiple proximity sensors could also be implemented to 
improve the position control or to facilitate obstacle avoidance. Each of these improvements would enable 
the system to operate more and more without the direction of an operator.
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A ppendix A

System  Physical Characteristics

A .l  System  Param eters
Description Parameter Value

System Mass m 4.313kg'
Rotor Radius R 0.1778m
Rotor Disk Area A 0.09931m2
Duct Exit Area A e 0.1233m2
Duct Exit Area Ratio 0>d 1.24
Aileron Lift Coefficient Slope a 5.3 (2-7T ideal)
Aileron Span b 0.1413m
Flapped Airfoil Chord c 0.09464m
Flapped Airfoil Hingepoint k 0.4697
Vertical Distance from COG to Aileron COP I 0.1778m
Horizontal Distance from COG to Aileron COP d 0.1270m
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Appendix B

Summary of A ttitude Representation

B .l

B.1.1

B . l .2

A ttitu d e K inem atics 

R otation M atrix

Quaternion

b0R = - S ( n ) b0R (B .l)

baR  =  - bRS(no) (B.2)

°bR  = °bRS{n) (B.3)

°bR  = s ( n 0ybR  (b.4)

bo Q = \ boQOQn (B.5)

boQ = \Q cia © bQ (B.6)

b Q  =  - \ Q n ® ° b Q  (B.7)

bQ = - ^ b Q 0 Q n o (B.8)
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B .2 Transformations

B.2.1 R otation M atrix and Euler Angles

( CffCip Ĉ Sif; Sq \
CffrS'ip Sf̂ SQSf̂  4" c<fiCip s^cq J (B-9)

4“ SfpŜ jj Ofj ŜQSfp S4C4 C(pCQ J

9 =  arcsin (—̂ 13) (B.10)

<f> = atan2(b0R23,b0R33) cosO ^O  (B .ll)

ip = atan2(bRi2, bR  11) cos 0 ^ 0  (B.12)

B .2 .2 Quaternion and Euler Angles

0 Q321 -  ( q°

(  C*t>/2C$/2crl>/2 +  S(j,/2Se/2S'4>/2  ̂
S<fi/2c6/2Cilil2 ~  C<t,/2S8/2Sii/2 
c<t>/2s$/2ci>/2 + s4>! 2c 0 /2 5V>/2

V c <f>/2Ce/2S,l,/2 -  S<A/2Sfl/2Cv,/2 J

(B.13)

9 =  arcsin (2 (qaq2 -  9 3 9 1 )) (B.14)

<f> — atan2 (93 +  9 1 , q0 -  9 2 ) -  atan2 (93  -  qx, qa +  9 2 ) cos0 /  0 (B.15)

1/) =  atan2 (93  +  9 i , 9 0 -  9 2 ) +  atan2 (93  -  9 i , 9 0 +  9 2 ) cos 0 ^ 0  (B.16)

B .2 .3 R otation M atrix and Quaternion

bR  = I  + 2S(q)2 ~ 2 q 0S(q) Q = baQ (B.17)

(BI8)
For equation (B.18), a singularity exists if trace(-R) =  —1. One example where this singularity can occur 
is if the DCM represents a rotation about the z-axis by an angle of 7r. To avoid this type of phenomena a 
strategic method for obtaining the quaternion from the DCM is presented. The proposed method is free of 
singularities and also ensures the scalar part of the quaternion is always positive. If the scalar part of the 
quaternion is always positive, this establishes a bound on the angle of rotation, 7 , to be always within ± 7 r .

The proposed algorithm is comprised of four different methods for obtaining the quaternion. Each method 
requires the division of a quaternion term. As a result each method contains singularities when the quaternion
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term  divisor approaches zero. For all singularities, at least one of the four proposed methods will contain a 
singularity free result.

Let:
a x = 1 +  +  R 2 2  +  R 3 3 (B.19)

a 2 = 1 +  R \\  — R 2 2  —  R 3 3 (B.20)

Q3 = 1 — R n  +  R 2 2  —  R 3 3 (B.21)

q 4 = 1 — -R n  — R 2 2  +  R 3 3 (B.22)

Singularities exist in the transformation from DCM to quaternion where a* =  0. For all singularities at 
least one of the expressions will contain a non-zero term. To avoid the singularity and to obtain greatest 
numerical accuracy the expression containing the largest value is selected.

C ase  1: o n > o a ,  z =  2, 3,4

(B.23) 

(B.24) 

(B.25) 

(B.26)

(B.27) 

(B.28) 

(B.29) 

(B.30)

(B.31)

C ase  2: c*2 >  Qt, i = 1 ,3 ,4

C ase  3: a 3 > a*, z =  1,2,4

9o =  2 v ^ i

91 =  — (R 23 — R 3 2 )
49o

92 =  -j— (R 31 — R 1 3)
490

93  =  —  ( ^ 1 2  -  R 2 1 )
490

9 l  =

9 o  =  —  ( R 2 3  —  R 3 2 )  
491

9 2  =  ----- { R l 2  +  -R21)
491

9 3  =  ~A—  { R \3  +  ^ 3 l )
491

92 =  ± ^ \ /a 3
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90 =  — (-R31 — ^ 1 3 ) (B.32)

4q2
(B.33)

4^2
(B.34)

C ase 4: 0:4 >  a*, i =  1, 2, 3

93 =  ± - v 'a j (B.35)

9o =  — (-R12 — R 2 1 ) 
493

(B.36)

493
(B.37)

493
(B.38)

The choice of sign in (B.27),(B.31), and (B.35) is used to  ensure tha t the scalar part of the quaternion, qo, 
is always positive. This ensures th a t the angle of rotation is bounded to ±tt.

B.3 O ther Forms of A ttitude R epresentation
Two other forms of attitude representation are presented in [21]. The following is a summary of the repre­
sentation including some transformations between the direct cosine matrix and the quaternion.

B.3.1 Rodrigues Parameters
The Rodrigues parameter, p, is essentially the same as the Euler-Rodrigues parameter, except the scalar 
term is included within the vector term. Since the Rodrigues parameters require only three terms, it is a 
minimal realization at the cost of introducing a singularity.

(B.39)

The singularity exists since p —> 0 0  as q0 —> O o r 0 —> ±tt.

(B.40)

R = ( / - 5 ( p ) ) ( 7  +  5 (p ) ) -1 (B.41)
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B.3.2 Cayley-Klein Parameters
The Cayley-Klein matrix, H , is a complex realization of the Euler-Rodrigues Symmetric parameter in matrix 
form given by (B.42). This matrix is formed by the Cayley-Klein parameters a, (3,7 , and 5. which use the 
imaginary number i =  \ / —1-

H = ( a  / ? W  Qo + ta i' 02 + Qii \  (B 42)
V 7  0 J  \  - q 2 +  q i i  qQ -  q$i J

Given the quaternion used to  form the Cayley-Klein m atrix belongs to  the set of Euler-Rodrigues parameters, 
the matrix H  is unitary, where the inverse is given by the complex conjugate transpose. Using the * operator 
as the conjugate,

H - 1 = {H*)t  (B.43)

For representing multiple rotations, the Cayley-Klein matrix properties for multiplication is similar to  tha t 
of the direct cosine matrix. This is demonstrated in (B.44), where H(Q) denotes the Cayley-Klein m atrix 
based on the unit quaternion Q.

H (Q 1)H (Q 2) = H iQ r  ® Q 2) (B.44)

/  |  (a 2 -  p 2 -  72 +  <52) - i ( a 2 + / J 2 - 7 2 - < 52) -  (a/3 -  jS ) \
R  = I j  ( a 2 -  p 2 +  y 2 -  62) |  ( a 2 +  (32 +  7 2 +  <52) - i  (a/3 +  7 ^) ) (B.45)

\  — ( 0 7  — (35) i ( 0 7  +  (35) (a5 +  (3^) )
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Appendix C

M athem atical Background

Skew symmetric matrix:

( 0 - U 3 u 2

u 3 0 —u i  
—u 2 u \  0

Dot product: 

Cross product:

U  ■ V  =  U T V  =  U 1 V 1  +  U 2 V 2  +  U 3 V 3

( u 2v 3 -  u 3 v 2

U 3 V i  —  U \ V 3 

U i V 2  -  U 2 V \

Vector norm:
Ibll =  {pt p ) x = (p I + p I - ’ -pI ) 1 2 p z R n

M atrix norm (Euclidean or Frobenius):

f m n \  1 / 2

i w i =  M e R m xn
\ i = 1 3=1 /

C .l Properties o f the Skew-Sym m etric M atrix

S(u)S(v)  = vuT — uTv I  

S(k)2 = k k T + \\k\\2h x3 

S(k)3 =  —||« ||2*S(fc)
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