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ABSTRACT

This thesis includes a study of solvatochromic molecules in the liquid and gas
phases, and a study of photochromic molecules in the solid phase. The solvatochromic
molecules studied are Nile Red, Betaine 30 and its penta tert-butyl substituted analog
Betaine 45, 4-DMABN and its derivatives, as well as N-phenyl-benzohydroxamic acid and
its derivatives. The photochromic molecule of study was the spiropyran molecule

commonly known as 6-NO,-BIPS, which was investigated in polymer media.

Calculation of the change in electronic dipole moment from the ground to the
first excited state of Nile Red was accomplished by experimental and theoretical
methods. Nile Red possessed a structured absorption band with two maxima, which
caused a dilemma as to which absorption maximum to pair with the emission maximum
for the purpose of calculating Stokes Shift. For this reason, the average Ap was found to
be 2.38 D + 0.76 D, when using an absorption maxima that red-shifts like the emission
maxima, and 2.81 D + 0.96 D when using a maxima that is stationary. A Configuration
Interaction Singles (CIS) and Time-Dependent Density Functional Theory (TD-DFT) study
using a polarized continuum solvent model to study the effects of solvation, geometry,
excitations and their relationship with each other was also carried out. The calculated
Ap value from HF and CIS techniques was found to be 2.24 D in acetonitrile, which is

comparable to that found from our experimental investigation.

A TD-DFT study using a polarizable continuum solvent model was perfomed on

Betaine 30. Several correlation plots of the experimental vs. Theoretical EY (our work)



were made and evaluated. It was found that TD-DFT excitation energies were
overestimated in non-polar solvents and underestimated in the more polar solvents.

The inclusion of explicit solvation was found to improve the plot of Experimental vs.

Theoretical EY such that a conversion equation
N - N ; =
ET Experimental = (0.832) ET pyeoreticar T 0-029  with and r,=.954 be made.

A TD-DFT study on the first three excitation energies of 4-aminobenzontrile, 4-
(N,N)-dimethylaminobenzontrile (DMABN), its ethyne analog (DMABE) and a fluorinated
ethyne analog (DMABFE) was made to gain insight into why DMABN exhibits dual
fluorescence while the others do not. The excited state energies were monitored
indirectly using T_D-DFT in gas. phase and in cyclohexane and acetonitrile well as
simulated in the solvents cyclohexane and acetonitrile. A lowering of the second lowest
lying excited state was found to surpass the lowest lying excited state, which provides
evidence that fluorescence could occur from two different states. A reversal of states
was observed for one of the four molecules, as observed experimentally, but this

rationale could not explain why Nile Red exhibits dual fluorescence.

A TD-DFT study of four para-N-substituted N-phenylbenzohydroxamic acids was
carried out to determine the effects of substitution and solvation on conformation
(cis/trans), absorption and pKa. The study successfully characterized the effects of
substitution, conformation, deprotonation and solvation on the excitation energies
using TD-DFT. PKavalues were also reported, where the inclusion of explicit solvation

was found to moderately improve them relative to experimental data.



A kinetic study on the ring-closure of 6-NO,-BIPS to its colourless spiropyran form
was studied in polystyrene, poly tert-butyl styrene, polymethyl methacrylate, poly n-
butyl methacrylate, polyvinyl acetate and polycarbonate. Physical properties of the
polymers such as glass transition temperature (Tg), free volume and polarity all affected
the rate of decoloration. The T, and free volume was also found to affect absorption
maxima, causing a blue-shift to the Apax of 6-NO2-BIPs in polymers with lower Tg values
and as polarity increased. The addition of the plasticizer dibutyl phthalate (DBP) to the
polymer resulted in an increased decoloration rate by decreasing T, Several other
plasticizers were investigated in polycarbonate exclusively and all were found to
increase the rate of decoloration. However, a link between the structure of the

plasticizer and its effect on the rate of discoloration could not be established.
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Note

The architecture of this thesis is different from a traditional thesis. Chapters 3
through 8 are presented in the format of manuscripts that have or will be submitted to
peer-reviewed journals. For this reason each of these chapters possesses their own
ébstract, introduction and references. Hopefully, the redundancies between these

chapters do not cause any difficulty in the overall readability in the thesis.
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Chapter 1

General Introduction



1.1 Solvatochromism and Photochromism

In condensed media, the absorption and emission spectra of a molecule may
change as a consequence of its chemical surrounding, temperature, pressure or an
external electric field.! A general term for the study of these external factors is
peribhromism, in which peri is from the Greek meaning “around”. When molecules
absorb and/or emit in the visible region, the effects of perichromism can be quite
colorful. For example, a color dye may appear green in cyclohexane, purple in methanol
and blue in water. Since the changes in absorption and emission spectra are due to
changing the chemical surrounding of the dye, this phenomenon is known as
solvatochromism. The largest theme that encompasses every chapter of this thesis is
the study of the chemical environmenf (perichromism) on the electronic spectra of

solute molecules.

Solvatochromism is the effect of a solvent on the electronic transition between
the ground state and an excited state of a solute molecule. To account for this, two
pieces of information are required. The first piece of information is the character of the
solvent, which can be described by geometry, point dipole charge, polarizability, density
and hydrogen bonding ability. The second is the character of the ground and excited
states, which allows for the understanding of the nature of the transition occurring (eg. .
n* & or t*€-n). However, often discrepancies in the characterization of the excited
state or the type of transition are reported in the literature. Such is the case for the

molecules studied in this thesis, in which large discrepancies regarding the description



of the excited state exist, or no known description has been reported. The main purpose
of this thesis is to elucidate the properties of the excited state, with emphasis on the
dipole moment, since it is the main contributor to non-specific interactions between
solute and solvent and can drastically change the transition energy. However, the

possibility of polarizability and hydrogen bonding is considered.

Nile Red is the first molecule of study and has been pursued since it was first
developed and studied in 1985.% Nile Red is a fluorescent dye which has absorption and
emission spectra that red-shift with increasing the surrounding polarity. For this reason
it has been a valuable probe for lipid environments, such as cellular membranes using
fluorescence microscopy.>” Another feature of Nile Red is that it exhibits dual
fluorescence, which is in contradiction to Kasha’s rule, which states that only one
emission maximum is observed because all excitations relax non-radiatively to the
lowest lying excited state before fluorescing back to the ground state.® Nile Red also
possesses two excitation maxima, but whether these transitions are between two
separate electronic states, vibronic in nature, or arise due to two conformers in

equilibrium remains unclear.

Betaine 30 could be considered the prime example of solvatochromism. The
difference in vector magnitude of the dipole moment between the ground (15 Debye)
and its first excited state (-6D) is 9 D, which makes it extremely sensitive to the polarity
of a solvent.” The consequences of this sensitivity can be seen in the color of the various

solutions of Betaine 30; red in methanol, violet in ethanol, green in acetone and yellow



in anisole.’ For this reason, the transition energy of Betaine 30 has been determined in
over 400 solvents, and an empirical solvent polarity scale has been developed. However,
although the excited state dipole moment has been determined experimentally and
theoretically,"* no TD-DFT investigation of the excitation of Betaine 30 has been done.

Its sheer size makes it expensive in terms of computer time.

4-(N,N)-Dimethylaminobenzonitrile was the first molecule found to exhibit dual
emission (like Nile Red) from two low lying excited states states.'” It has been studied
rigorously both experimentally and theoretically. Thus far the best explanation for dual
fluorescence is that there are two low lying excited states close in energy from which
transitions can occur. These two excited states possess different geometries and charge
distributions, as one excitation has a large charge transfer associated with its transition
while the other does not. At this point in time, neither of these excited states has been
described with confidence regarding their geometries or their excited state dipole
moments. Another interesting fact is that dual fluorescence is not observed for 4-
aminobenzonitrile or 4-dimethylaminobenzoethyne, which raises questions as to what

role substitution, geometry and solvent play in dual fluorescence.*™®

N-phenylbenzohydroxamic acids (PBHAs) have excellent chelating ability in basic

17-19

media. PBHAs also- have a high barrier of rotation around the C-N bond, and

18, 2022 The trans

therefore an equilibrium between cis and trans conformers exists.
conformer shows significantly different absorption spectra in solution from the cis,

which makes it a powerful tool for identification. In solution where the trans



conformation is the dominant species for the unsubstituted N-phenylbenzohydroxamic
acids as determined experimentally by UV/VIS spectroscopy. To our knowledge, no
study on the effects of solvation and substitution on the electronic spectra of para-N-

substituted N-phenylbenzohydroxamic acids have been done.

The chapter regarding the photochromic molecule 1',3-Dihydro-1',3',3"-
trimethyl-6-nitrospiro[2H-1-benzopyran-2,2"-(2H)-indole], commonly named 6-NO,-BIPS
, deserves its own section. 6-NO,-BIPS is a photochromic molecule as it can undergo
photochemically, a reversible ring-opening reaction from one chemical structure to
another. The ring-closed species is .a spiropyran, while the ring open species is a
merocyanine. The spiro bond breaks (by light) to form a structure with two full charges

(zwitterionic) separated by conjugation.B'24

The two species are significantly different in
structure, thus their absorption spectra are also significantly different. The spiropyran
structure absorbs in the ultraviolet and the merocyanine absorbs in the visible. For this
reason, 6-NO,-BIPS is a viable molecular switch, can be used for optical storage, and can
be made into optical lenses as reading eye glasses or sunglasses.”” The downside of 6-
NO,-BIPS is that it has poor fatigue resistance and a slow rate of ring-closure. The
problem of fatigue resistance has been researched and improved by making the
photochromic molecule a pendant group on the the polymer backbone.?® However, the
slow rate of ring-closure remains a problem. For example, several conformers of the

" ring-open MC exist. In addition, ring-closure is more inhibited by the polymer matrix due

to restricted motions. Therefore the physical propefties of the polymer matrices



surrounding the merocyanine play an important role. Chapter 8 relates the effects of

physical properties of polymers on the ring closure kinetics of merocyanine.
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Chapter 2

~ Methods



2.1 UV/VIS Spectroscopy

Spectroscopy allows one to study the transitions in a molecule due to the
interactions with electromagnetic radiation whether it be absorption, emission or
scattering. Electronic transitions require a considerable amount of energy and are
typically found in the ultraviolet to visible range of the spectrum. UV/VIS spectroscopy

studies the electronic transitions of a molecule from the ground to excited states.!

A spectrometer consists of four essential parts: the light source,
monochromator, sample holder, and the detector. In this thesis, the spectrometer used
was a Perkin Eimer Lambda 11 spectrometer. Details regarding these four essential

parts will be given.

The light source of the spectrometer consisted of two separate lamps. The first
Iamb is a tungsten-halogen lamp which radiates in the visible region and the second
lamp is a deuterium lamp which emits in the ultraviolet region. However, scanning the
sample without filtering the light can only give you the absorption in reference to a
blank, since the detector is non-specific to the wavelength of incoming light. Therefore
to get more information, such as Aqa, the wavelength-dependence absorption is

required. For this a monochromator is required.

A monochromator possesses a diffraction grating that diffracts the light of
different wavelengths into different directions, so that only light of a selected

wavelength passes through the sample. The selected wavelength can then go on



through the sample and to the detector. The bandpass (accuracy) of this instrument

was 2nm.

Solutibn samples used for Chapter 3 were always carriedoutinlcmx1lcmx 4
cm high quartz crystal cuvette, positioned in a fashion so that the pathlength was 1 cm.
Both glass and plastic cuvettes were unsuitable because both absorb light in the near UV
rénge. In ad'dition, the solvents used may damage the integrity of a plastic cuvette. For
Chapter 8 measuring the absorbance of 6-NO,-BIPS in polymer meaia, a special sample
holder was desig.ned to hold polymer thin films on quartz slides that possess the same

wall thickness as a regular quartz cuvette.

The detector was a non-specific photomultiplier tube that will detect any light

that hits it. No adjustments were made to this part of the instrument.
2.2 Fluorescence Spectroscopy

Fluorescence spectroscopy is almost the same technique as UV/VIS
spectroscopy. UV/VIS spectroscopy measures the excitation energy from the ground to
the excited state, while fluorescence spectroscopy measures the energy change from a
relaxed excited state to the ground state. The major differences between the two

techniques are detailed hereunder.

The instrument used for excitation and emission spectra was a Perkin Elmer LB-50
luminescence spectrometer. The luminescence spectrometer (fluorometer) is similar to

a UV/VIS spectrometer in the sense that it possesses a light source, a sample and a
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detector. However there are some key differences between the two instruments. For
one, rather than two light sources, only a Xenon Arc (discharge) is used. Secondly, the
detector is set at a ninety degree angle to prevent interference between the
unabsorbed light and the emitted light. A final difference is that a second diffraction
grating monochromator (the “emission”) is placed between the sample and the
detector. The second monochromator allows for the determination of the emission
maximum. This is done by having the first monochromator isolate the excitation
wavelength and hold it constant while the second emission monochromator is used to

scan through the wavelengths.

This technigue was used in chapters 3 and 4 for determining the excitation and

emission maxima of Nile Red in binary solvent mixtures.
2.3 Computational Methods

Electronic transitions (absorption and emission) can also be studied
computationally by ab initio methods. Ab initio means no empirical data is necessary.
These techniques include Hartree-Fock(HF); Mgller-Plesset (MP) and Density
Functional(DFT) theories’. These theories are powerful, with the ability to compute an
eigenfunction, for which physical observables can be extracted. The solvation shell of a
molecule can be studied using the polarizable continuum model. HF is used in chapter 4
of this thesis, while DFT is used in chapters 4-7. All calculations were made using the
Gaussian software GO3 and G09.>* In this section, the theory and underlying

assumptions of computational chemistry are discussed.
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Hy=Ey (2-1)

The energy of a molecule can be determined from the Schrodinger equation (2-
1), where the Hamiltonian operator H extracts the energy from the eigenfunction
known as the wavefunction. The usual Hamiltonian operator is comprised of 5 terms
(Equation 2-2), accounting for the sum of kinetic and potential energies of each
subatomic particle in the molecule. These terms include two kinetic energy terms (one
for nuclei, one for electrons) and three potential (interaction) energy terms. While there
is an exact solution for the Schrédinger equation of the hydrogen atom, such is not the
case for a molecule. There is no exact solution for three or more particles in motion.

Thus a number of assumptions need to be used.

2.3.1 Born -Oppenheimer approximation

e?ZyZ
Tkl

(2-2)

r

5 K2 2 h? 2 eZZk 2 e?
H= Zi;n‘gvi _kavk—ZiZk — Vk+2i<jr_ij'+2k<l

To solve the many-body problems, the nuclei are assumed to be stationary. The
consequence is the removal of the term corresponding to nuclear kinetic motion while
the term corresponding to nuclear-nuclear repulsion becomes a constant. This
assumption is known as the Born-Oppenheimer approximation, and still allows one to
solve the Schrodinger with integrity. Nuclear motion is considerably slower than that of

electrons (a proton or neutron is 1800 times more massive than an electron).

The Born-Oppenheimer (B-0O) approximation allows computational chemistry to

associate energy with molecular structure. The B-O approximation also leads to the
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concept of a potential energy surface (PES), where the energy is plotted against the
nuclear geometry of a molecule. It is the B-O approximation which allows a “search” for
molecular geometries of low energy, a process referred to as geometry optimization.
The molecular geometries that are lowest in energy are the most important since they
will be the most ’abundant (a Boltzmann distribution) and can then be useful for

predicting physical properties such as equilibrium constants, like pKa.

A geometry optimization in computational chemistry requires three pieces of
information. These are: a first guess at the nuclear geometery, the number of electrons
(i.e. charge) and the multiplicity. From the information provided, the energy (E) and first
derivative of the energy with respect to the nuclear geometry (8E/5R) can be calculated.
A slight geometry change is then administered to the molecule, at which point E and
SE/8R are calculated again. The energy is dependent on many geometric degrees of
freedom, and an algorithm facilitates geometry optimization. The most common
algorithm is the Berny algorithm, and it uses the forces acting on the atoms and the
second derivative of the energy to predict what geometrical change will result in a
lowering of the energy. The algorithm continues to change the geometry until 6E/6R
becomes close to zero and the geometry is a stationary point.2 A stationary point that
increases in energy as a result of any geometry change is a local minimum. Furthermore,
of these minima,.the one that is the lowest in energy is the absolute minimum. A
stationary point that is a maximum along a geometric coordinate that separates two

minima is a saddle point (transition state).
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2.3.2 The Mean-Field Approximation and the Hartree-Fock Self Consistent Field (HF-

SCF) Method

Another problem is the electron-electron repulsion term in equation (2-2), and a
second appfoximation is required. This problem is overcome by assuming that each
electron is described by a one electron function (orbital). This assumption is a mean-
field approximation because each electron “feels” the average of electrons. A negative
consequence of invoking this mean field approximation is that HF theory completely
neglects instantaneous electron-electron interactions. However, a positive consequence
is that one can find the energies of each molecular orbital (). The mo|ecular orbital is
described as a linear combination of atomic orbitals (equation 2-3). These atomic
orbitals are basis functions (x;), and are desbribed in more detail in section 2.3.4. The
molecular orbital is defined as a sum of all basis functions weighted by coefficients ¢,

such that the contribution of each basis function may vary.
d)i = Zr CriXy (2-3)

The values of these coefficients that weight each basis function are unknown
and are solved by the self consistent field (SCF) method. The SCF method uses the
variational principle, which states that the calculated energy will always be higher than
the exact energy, and allows one to get the coefficients from the Roothan matrix

equation:

FC = SCe (2-4)
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Where F is the Fock matrix, C is the coefficient matrix, S is the overlap matrix and g isthe
energy. The Fock Matrix elements are obtained from the Fock operator. For example,

the Fock matrix elements are obtained from the basis functions r and s:

Frs = (X |FIX.) (2-5)
where F is the one-electron Fock operator:

F(1) = A" + 2L 20 Ik, (D) - (IR (D) (2-6)

~core, . . . .
Where B %is the one electron core Hamiltonian for basis functions r ands:

-~ 1 yA i
Hcore(l) = ”EV%Q - Znuclei_n'uie']_ (2-7)

F(Dnuclei

and 7 and K are the coulomb and exchange operators, respectively. These operators

then operate on an arbitrary function f(1) and lead to equations (2-10) and (2-11):

i) = | o (2>|2%dv2

$@D

R(DECL) = (1) f v
O @) = Thoy 2=y cicy (rsltu) (2-10)
(Xr(1)|R|XS(1)) Zt 1Zu lctJ Uj(ru|ts) (2'11)

where (rs|tu) is the 2-electron repulsion integral,
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(rsltu) = ffxr(l)xsfl)xt (Z)XU(Z) dVldVZ
12

(2-12)
(rults) is a similar repulsion integral, but with basis functions u and s exchanged.
When you substitute equations (2-10) and (2-11) into (2-6) you get equation (2-13),

which is more practical for carrying out the SCF method.

Fro = HO™® + 30 0 Ptq [(rsltu) - -i—(rults)] (2-13)

Pw are the density matrix elements that are obtained from the coefficients:

— 2«
Py =231 ¢y (2-14)

Looking back at equation (2-4), we have defined the Fock matrix but not the
overlap matrix. It is just a matrix that accounts for every overlap of basis functions

between each other:

Ses = (X [x,) (2-15)

Once the matrix elements have all been determined, the secular equation can be

set up to obtain a guess of the orbitals energies €:

Fi1 — 511*‘E o+ Fiy — SinE
Fni — Sna& ot Fun — SnnEi

Finding the roots of the determinant will give the energies €; through ey for an N
sized matrix. N is related to the total number of basis functions. Substituting one of
those roots back in to the Roothaan equation and setting it to zero, you will get new and

improved coefficients that weight your basis functions such that your guessed energy is

16



closer to the exact energy. These improved coefficients can be further improved by
finding new Fock matrix elements from the updated density matrix elements and solving
the secular equation a second time. iteration is continued until the coefficients of

generation n are sufficiently close to the coefficients of generation n-1.
2.3.3 An Extension of Hartree-Fock: Configuration Interaction

At this point, the Hartree-Fock SCF method for the ground state can obtain the
optimal weightings (coefficients) of each molecular orbital such that the energy is
minimized taking a determinant of the Roothaan Equation. However, one determinant is
not accurate enough in describing molecules that have two electronic configurations

that are close or equal in energy, or for excited states.

For the description of an excited state, a promoted electron requires the linear
combination of two or more determinants, since there are a number of possible
configurations. This inclusion of several determinants to account for several
configurations of excited states is called Configuration Interaction. The first determinant
corresponds to the ground state (HF) configuration, while the others correspond to
determinants of possible excited state configurations. For an excited state, the linear

combination of these configurations can be expressed as:
W = agye + S0 Al O]+ TR T a4 (2-17)

Where i and j are occupied molecular orbitals and r and s are virtual

(unoccupied) orbitals in the HF ground state reference wavefunction. The energies can
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be determined taking the determinant of the secular equation, equation (2-16), and

finding the roots. The “resonance” matrix element is then:

Hom = (WnlH| W) (2-18)

Where m and n are configurations that cannot be equal (m=n). Since there are a
plethora of virtual orbitals and therefore even many possible configurations, only
accounting for configurations pertaining to single electron excitations is called

Configuration Interaction Singles (CIS).
2.3.5 Density Functional Theory (DFT) and its extension Time Dependent-DFT

Density Functional Theory is analogous to HF theory, however rather than
manipulating the wavefunction, you manipulate the electron density. Electron density is
related to the wavefunction because it is the probability of finding an electron at a given

position, and the electron can be described by its wavefunction.

p = (Ply) (2-19)

One difference is that the electron density is a physical observable, while the
“ wavefunction is not. In 1964, Hohenberg and Kohn proVed two theorems which allowed
for the construction of a Hamiltonian operator for the electron density, which parallels
the Hamiltonian for the wavefunction. These are the Hohenberg-Kohn existence
theorem and the Hohenberg-Kohn variational theorem.® The existence theorem proved
that a many-particle system of N electrons with 3N spatial coordinates can be reduced

to 3 spatial coordinates (x, y, z) by using a functional. It is called a functional (function of
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a function) because the energy is a function of the electron density which is in turn a
function of electron position. The existence theorem was proven by solving the
functional for a uniform electron gas in an external positive potential distributed over all
space. The second theorem showed that the electron density followed a variational
theorem like that of HF theory. Optimization of thé orbital coefficients could be
achieved by evaluating the expectation value of the energy, which is always greater than
the exact energy. The energy functional of a molecule is partitioned into the kinetic
energies of non interacting electrons and nuclei, as well as the potential energies
between each of them, similar to the HF Hamiltonian. With the application of the Born-

Oppenheimer approximation, the expression accounting for the energy terms is:

E[p(N] = Tnilp(D] + Vaelp(N] + Vee[p(N] + AT[p(N] + AVee[p(r)] (2-20)

The terms are the kinetic energy of the electrons (non-interacting), the potential
energy between electrons and nuclei, potential energy for classical electron-electron
repulsion, potential energy correction for the kinetic energy of interacting electrons
(corrects term 1) and lastly, the correction to the electron-electron repulsion energy
(corrects term 3). Unlike HF, these five terms account for every interaction in a many
body system, and for this reason DFT is a complete theory. Expanding the first three

terms in equation (2-20), and condensing the last two:

Elp(0)] = B (4 |~ 52| &) — (&

nucleii| )
k ri—Trk ¢|>

+ NG5S E 2 drld) + Exclp()] (2-21)
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where ¢, are Kohn-Sham orbitals, N is the number of electrons and p is the electron

density which is an exact eigenfunction (analogous to the wavefunction) expressed as:
p = Ziz:(dld) , (2-22)

As mentioned earlier, the Kohn-Sham variational theorem proves that the

energy from the trial electron density will always be higher than the actual energy.’

To optimize the orbitals that minimize the energy, Density Functional Theory
uses the Kohn-Sham (KS) equation that finds the weightings of each contributing orbital

in a SCF fashion.® This is expressed as
hi*d, = &, (2-23)

h-:<S is the one-electron Kohn-Sham (KS) operator. The KS operator is defined as:

hiS = 2y2 — ypudel 2y —Ifi(_rjl dr’ + Vyc (2-24)

rj—Trk

where Vy¢ is the functional derivative for the exchange-correlation energy:
Ve =—- (2-25)

For DFT, no approximations are made to account for all the electron-electron
interactions, which contrasts with HF which uses the mean-field approximation.
However, the operator required for the exchange-correlation energy [bolded in
equation (2-21)], must be approximated. It can only be found precisely for a uniform

free electron gas.
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This final term is the most problematic because the Hohenberg-Kohn existence
theorem only proves that one exists. The exact functional for a many-body system
cannot be determined, so the exchange-correlation energy functional(s) that account

for all non-classical electron-electron interactions are formulated, and take on the form

Exc[p(N] = [ p(Nexc [p(N]dr (2-26)

where gyc is the exchange-correlation energy density functional. The most basic gxc is
that of the local spin density approximation (LSDA).” More modern functionals combine
the LSDA functional with generalized gradient corrected functionals (GGAs) that add
Hartree-Fock exchange (Hybrid functionals). The amount of HF exchange can be varied.

In this thesis, two (B3LYP and PBEO) hybrid functionals are used.>®?

B3LYP, is a three parameter exchange functional combined with two correlation

functionals, taking on the form:
EB3YP — ELOA 4 5 (EFF — ELPA) + o, (B2 — EP*) + o (EC® — EC™Y) (2-27)

where a=0.2, a,=0.72  a.=0.81, which are fitting parameters optimized from empirical
data. This exchange functional uses three fractions of the exchange in the exchange
energy functionals, specifically the Hartree-Fock exchange functional , the LSDA
exchange functional , and a gradient density functional designed by Becke.® In
combination with these exchange functional. The two correlation functionals used are
the LSDA correlation energy density functional and the genefalized gradient functional

developed by Lee, Yang and Parr.
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The PBEO functional also uses both HF and DFT exchange:
ERDE = ERPE0 4+ 0.25(E}F — E°) (2-28)

Where EFPE® and EPBE0 are the GGA exchange-correlation and exchange
functionals of Perdew, Burke and Erzenhoff.” PBEO uses 25% HF exchange, which was
rationalized from arguments in perturbation theory. PBEO does not use empirical data

as did B3LYP and is considered parameter-free.

At this point, the formulation of the Hamiltonian using the electron density has
been shown to account for all interactions. This allows for a good determination of the
ground state energy. For determining the energy of the excited state Time-Dependent
Density Functional Theory (TD-DFT) was introduced by Runge and Gross in 1984.% This
formulation allowed for the determination of absorption spectra, and uses perturbation
theory to find the excitation energy. Perturbation theory is applied by selecting the
density at t=0 to be the ground state density, followed by the addition of a small
external potential for time t. For an added small external potential, the Hamiltonian
responds in a linear fashion since the ground state Hamiltonian is known, and the new

“perturbed” Hamiltonian can be written as:
H(r,t) = H(r,t) + aV(r, 1) (2-29)

Where H(r,t) is the initial Kohn-Sham Hamiltonian and 8V*(r,t) is the external
potential. The perturbed time dependent Kohn-Sham Hamiltonian can then be written

as the sum of the terms:
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Hes[P1(1) = Hyslp] + 8V [pl(t) + 8Vyc[p] (1) + 6V (1) (2-30)

The Hartree and exchange-correlation potentials respond to the external

potential linearly, and can be expanded as:

1

OVu[p](r) = == 0p(r) (2-31)

Vyclp](r) = fyc(rt, rt) op(r) (2-32)

5V is the sum of the three potentials (Hartree, exchange-correlation and
external(arbitrary and thus known) that have arisen due to the perturbation in equation

(2-30). The linear response to the density §[p] then takes the form:

alp1(r, t) = X (rt, r)8V o] (rt) (2-33)
Xks is the density response function that can be expressed as:

oo &; (] () () dy (1)
X (rt, 1) = @ 2 (fi — ;) = J—(j—kk)ﬂn X (2-34)

where ¢, € f; are the ground state orbitals, eigenvalues and occupation number and w
is some given weight between zero and a half. ¢;, g and fjare the excited state orbitals,

eigenvalues and occupation number. Inserting equation (2-33) into the equation (2-34),

you get the TD-DFT Dyson equation:

1
X(rltll rztz) = X](S (rltl, rztz) + XKS (l’ltl, rztz) <—|:;—T1| + fxc(rztvz, r1t1)> X(rltl, rztz) (2'35)
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The kernel fxc is problematic but can be approximated from the fxc of a uniform
free electron gas. The excitation energies can be then extracted from the polgs of this
equation using a Green’s function. The functional used in the TD-DFT calculations were
the same as those used for geometry optimization, specifically TD-B3LYP in chapters 4-6

and TD-PBEOQ in chapter 7.
2.3.4 Basis Sets

HF and DFT require basis functions that describe a molecular orbital. These basis
functions are known collectively as basis sets and are comprised of a linear combination
~ of atomic orbitals. The original basis functions were hydrogenic types, or Slater type
orbitals (STO). Their usage requires equation (2-12) to be solved numerically, which is
computationally expensive. A fix to this problem is to change the orbitals from having a
radial decay (e”) to having a Gaussian decay (e‘rz), which can be solved analytically. A
Gaussian type orbital (GTO) then takes the form:

.. 2a aytitkij? a2
o(x,y,z;a,i,j,k) = (;)3/4 [m] xiylzie=a(x*+y7+2%) : (2-36)

where o controls the Gaussian width and 1,j,k are integers that characterize the
symmetry of the orbital that would normally be dictated angular momentum. For
example if i+j+k=0, then the GTO would look like an s orbital, while if the sum was equal
to i+j+k=1 it would look like a p orbital. One Gaussian orbital is not accurate enough to
reproduce the radial decay, so a linear combination of GTOs used form an accurate

description of an STO:
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Osro (%, v,z {a}, i, k) = Xhv1 CaPero(X, Y, Z; A, i, j, k) (2-37)

where m is the number of primitive Gaussian functions used and c, are the coefficients
that weight each Gaussian. When coefficients are allowed to be negative, certain
primitive Gaussians can contribute to the overall STO function by contracting it.
Increasing the number of Gaussians used to describe your STO, makes equation (2-12)
become increasingly difficult. It is common to find a compromise between using thé
smallest basis set possible (to minimize computer time) without losing a good
descriptidn of the wavefunction (accuracy). This is can be done by evaluating the effect

of a basis set on the geometry of a molecule, as in chapters 4-7.

A basis set can be improved further by having multiple basis functions to
describe each orbital. When two basis functions are used, it is called a double-zeta basis
set, which is used in chapters 4-7. A triple-zeta basis set uses three basis functions per

orbital and is used in Chapters 4, 6 and 7.

Basis sets can be further modified by having different Gaussians for the valence
orbitals, because they are involved in bonding and therefore require flexibility. A split-
valence basis set, takes on the form X-YZG for a double-zeta basis set. The X is the
number of primitive Gaussians used for the core electrons while the Y and Z explain how
many primitive Gaussians are used for each contracted basis function. In this thesis, the
most common basis set is the 6-31+G(d), which means it is a double-zeta basis set with

6 primitive Gaussians to describe the core electrons, 3 primitive Gaussians to describe
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the first contracted valence basis function and 1 primitive Gaussian to describe the

second contracted valence basis function.

Polarization and diffuse functions are present in the basis set 6-31+G(d) denoted
by the “(d)” and + respectively. The polarization function is used to allow for more
asymmetry while the diffuse functions improve the description of the electron density

far from the nuclei.
2.3.5 Polarizable Continuum Model

The optimizations and excitations of molecules in chapters 4-7 were carried out
with a surrounding polarizable continuum to simulate solvation. Solvation is a collective
term for non-specific and specific interactions between a surrounding cluster of
molecules (solvent) and a specific molecule (solute). The Polarizable Continuum Model
(PCM) is a model that accounts for the non-specific interactions between solvent and
solute, and is an additional poténtial added to the overall Hamiltonian of the solute.™
The effective Hamiltonian that accounts for both solute and solvent can then be written

as:

—~eff ~solute —~solvent ~int

A =R 4+ A +H (2-38)

which is made up of the solute and solvent Hamiltonians and the interaction between
the two. However, the geometry of the solvent is irrelevant since it is a continuum and

thus the effective Hamiltonian is simplified to being just the solute Hamiltonian and the
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interaction Hamiltonian between the solute and the continuum. Thus to solve for the

interaction term, a definition of the continuum is required.

The continuum (“solvent”) is a continuous electric field that represents the
average over all degrees of freedom. The electrostatic interaction of the solute in the

continuum is described by the Poisson equation:
—VAV(Y) = 4mp_ (V) 4 (2-39)

Where p_the charge distribution and V(r) is is the sum of solute and reaction

field electrostatic potentials:
V(@) = V() + Vr() (2-40)

where Vy the electrostatic potential generated within the solute and Vg is the
reaction field potential that is generated by the polarization of the continuum. The
solute is placed within a cavity of this continuum, which is chosen arbitrarily. The cavity
was arbitrarily made by summing the overlapping van der waals radii of the atoms in the
molecule. There are two surfaces between the solute and the continuum, specifically
the solvent-accessible (cavity) surface (SAS) and solvent-excluding surface (SES). These
two surfaces mimic reality in that some vacant space near a molecule cannot be

penetrated by a solvent molecule.

On the cavity surface of the continuum is a set of very small surface areas called
tesserae, which have a density o(s) that polarize to the density of the solute o(r). The

charge of each tesserae is variable, and the distribution of charge gy is optimized in a
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self-consistent manner such that the electrostatic interaction between the continuum

and the solute is a minimum. Thus the reaction field potential can be expressed as:

V(@ = X — (2-41)

[F=3kl

The polarization vector P.(¥) of the continuum that generated the reaction field
potential is dependent on the dielectric constant, which can be arbitrarily selected to

mimic the polarity of a solvent:
B = -52W () (2-42)
4an R

g is the dielectric constant of the region i. A continuum solvent can thus be created by
choosing a dielectric constant value which provides the magnitude of charges on the
tesserae. The solvent density is related to how many tesserae are to be used on the

continuum surface.

The PCM model does not account for specific interactions such as hydrogen
bonding. To include such an interaction, explicit solvation can be used. An actual solvent
molecule is coordinated to the solute molecule and optimized at a QM level of theory.
The solvent-solute dimer also is put in a continuum cavity to account for non-specific
interactions of the dimer. This explicit solvation approach is used in chapters 5 and 7, for
improving the excitation energies of Betaine 30 and the hydroxamic acids which are

capable of hydrogen bonding in protic solvents.
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Chapter 3

An Ab Initio and TD-DFT study of Solvent Effect Contributions to
the Electronic Spectrum of Nile Red*
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3.1 Introduction

Nile Red (Figure 3-1) is a lipophilic fluorescent dye that exhibits a large red shift
in both its absorption and emission spectra as solvent polarity is increased.” This solvent
effect, known as solvatochromism, is attributed to the difference in ground and excited
state dipole moments.? Conceptually, when the ground state has the larger dipole
moment it will be preferentially stabilized by a more polar solvent, which will increase
the transition energy gap and induce a blue-shift in the spectrum. In contrast, when the
excited state has the larger dipole moment it will be stabilized by a more polar solvent
and the transition energy decreases, which is observed as a red-shift in the spectrum.
The former is negative solvatochromism whereas the Iatter is positive
solvatochromism.® The sensitivity of Nile Red (NR) to its surrounding environment has
made it a valuable tool as a fluorescence probe in studying polymers,® ionic liquids,*
liquid crystals,> Langmuir-Blodgett films,® cavities of cyclodextrins™® and zeolite
structures.” Commercial applications of Nile Red utilize both its fluorescence and

sensitivity.'% 1

The solvent sensitivity of NR is due to a significant increase in dipole
moment from the ground to the excited state, which is a consequence of a large charge
transfer between the donor (diethyl amino) and acceptor (carbonyl oxygen) moieties of

NR (see Figure 3-1). Therefore, from the perspective of application, an accurate

determination of the dipole moments in NR is of considerable interest.
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Figure 3-1: Nile Red

The determination of the ground and excited state dipole moments has been
attempted and the values obtained exhibit considerable discrepancies. Dutt et al. were
first to report a value of 11.6 D for the change in electric dipole moment, obtained by
reorientation dynamics.’? Ohta, Dutta and Komada investigated Nile Red in non-polar
and polar solvents as well as in polymer thin films and reported a change in dipole of 6.8
D."® Foreman, Golini and Williams reported ground and excited state dipole values of
8.9 D and 14.4 D using a solvatochromic approach and 8.4 D and 13.4 D using a
thermochromic approach.’® Another thermochromic investigation, by Ghoneim in 2000,
reporfced ground and excited state dipole moments of 7 D and 14.5 D, respectively, in 2-
methyl tetrahydrofuran.'® More recently, Kawski and Bojarksi addressed the
discrepancy by attributing it to approaches which assume the polarizability (a) of the
solute to be zero.”® Another oversimplification is the incorporation of the Onsager
model in which it is assumed that all solvents form a spherical cavity around the solute,

despite the rod-like structure of NR (Figure 3-1).

Geometry change as a consequence of solvent polarity is another important
aspect to be addressed since dual fluorescence in Nile Red has been reported in
methanol/water binary mixtures."? Hydrogen bonding may play a role in such cases,

which can cause a shift in the absorption and or fluorescence peak depending on how

33



the solvent interacts with the dye, as discussed by Rappon and Gillson.'® Exciplex
formation has been proposed as a possible mechanism for dual fluorescence, but past

studies have shown that it is not a necessary criterion®’ *®

and recent results show that
even in non-protic solvents, dual fluorescence in NR is observed.? Also, the second peak
is independent of solute concentration, which eliminates the possibility of excimer
formation and leaves only the possibility that two accessible conformers of NR exist on
the first excited state PES. Related to this is the difficulty in describing the changes in
structural parameters for such a complex molecule, which limits a straight-forward
mapping of the PES.”® Most literature reports attribute the two minima on the first
excited state PES as being due to a rotation of the diethylamino group from the plane (;)f
the ring system to a twisted orientation. This concept of a twisted excited state
geometry is referred to as a Twisted Intramolecular Charge Transfer (TICT) state.?V#
Accompanying the TICT state is a significant increase in the excited state dipole
moment. An alternative proposal, and -independent from the TICT hypothesis, is a
Wagging Intramolecular Charge Transfer (WICT) state in which dual fluorescence is
explained through rehybridization (pyramidalization) of the diethylamino nitrogen as
the major geometry change that affects the PES.2 Previous semi-empirical-ZINDO/S
calculations by Foreman, Golini and Williams showed that varying the twist angle
lowered one excited state with a large dipole moment beyond another with a
significantly smaller dipole, supporting the TICT proposal.’® However, Pessine et al.

predicted dipole moments for the first four excited states of NR using a CIS/CEP-31g

model chemistry and found that a planar geometry for the first excited state exhibited a
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larger dipole moment (12.95 D) than the corresponding twisted geometry (7.92 D),

contradicting the TICT proposal.**

Although Nile Red has been extensively researched, several issues are yet to be
resolved and fully elucidated. This paper reports a Time Dependent-Density Functional
Theory (TD-DFT) and a CIS study of NR using an all electron basis set to explore the
relationship between solvation, geometry and electronic transitions. The dipole
moments and polarizabilities of NR are reported. Insight regarding the TICT state is
given through an evaluation of the donor and acceptor twist angle potential energy
curve. Another issue that is addressed is the most stable conformation of the

diethylamino group in the ground state.

-3.2 Computational

All calculations were carried out using the Gaussian 03 program.” Gas phase and
solvated ground state optimized geometries were obtained using both Density
Functional Theory and Hartree-Fock Theory. The hybrid DFT functional used throughout
this paper was the Becke 3-parameter exchange functional®® combined with the Lee
Yang and Parr correlation functional.” A split valence 6—31+G(d)28 basis set was used,
with polarization and diffuse functions added to allow for asymmetry and a better
description of electron density far from the nuclei. Configuration interaction singles (CIS)
was employed for HF excitation energies and was also used to optimize the first excited
state.”® Time Dependent-Density Functional Theory using the B3LYP functional (referred
to throughout as TD-B3LYP) was employed for excitation energies using B3LYP

optimized ground state geometries.
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The Polarized Continuum Model (PCM) was used to simulate the non-specific
solvation of NR.>® The PCM model is an improvement on the Onsager cavity model since
the solute cavity is described by the sum of interlocking atomic spheres generated from
their Van der Waals radii. Since this model only accounts for the electrostatic interaction
between the solvent and solute molecules, protic solvénts were excluded from this
study. Acetonitrile/Benzene binary mixtures were selected for this study, since NR can
be inspected over a large polarity range and are experimentally miscible. By varying the
dielectric constants and solvent radii, eight solvents were mimicked: benzene,
acetonitrile and six acetonitrile/benzene mixtures of known mole ratios (see Table 3-1).
For benzene and acetonitrile the default values were used while for the binary mixtures
the dielectric constants and solvent radii employed were based on a mole fraction
weighted average of the benzene and acetonitrile values. While literature reports show
that the dependence of the dielectric consfant on the mole fraction of acetonitrile for
these mixtures deviates slightly from linearity,*! there are no equivalent assessments of
the other two parameters required for the chosen solvent model and so it is necessary

to use the linear approximation in this study.

3.3 Results and Discussion
3.3.1 Predominant Conformation of Nile Red

Before pursuing our investigation into the effects of solvent on the electronic
spectrum, it was necessary to first determine the global minimum. Several conformers
of Nile Red were optimized and are displayed in Figure 3-2. Only the gas phase and

acetonitrile results are included here since they correspond to the lower and upper
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bounds of our study {e=0-37). Included in Figure 3-2 are the relative energies, twist
angles and pyramidalization values used to characterize the conformation of the donor
in relation to the ring system, and the So=>S; excitation energies. The twist angle (see
Figure 3-1 for atom numbering scheme) is defined as the average of the two dihedral
angles dcs.ce-n19-c20 and dei-csn19-c23. Pyramidalization is defined as the deviation from
planarity of the three atoms attached to the nitrogen (180° — | cs.n19.-c20-c23] ).
Conformer D was found to be most stable. This conformer has one ethyl group lying
above the ring system plane and the other one below with the diethylamino group
slightly twisted out of plane (6.3°) but with negligible nitrogen pyramidalization (0.2°).
Conformer B is the second most stable conformer, lying 2.97kJ/mol above conformer D.
In this conformer both ethyl groups are above the plane of the ring system with a twist
angle of almost zero (0.5°) and a nitrogen pyramidalization of 1.9°. Conformers A and C
are, respectively, 12.49 and 10.08kJ/mol less stable than conformer D. Conformer C has
one ethyl group lying in the plane of the ring system and the other lying above it, with a
twist angle of -6.6° and a nitrogen pyramidalization of 20.5° while conformer A has one
ethyl group in the plane of the ring system and the other below the ring, with a twist
angle of 11.6° and a nitrogen pyramidalization of 19°. Earlier work by Pessine et al.
found severai minima at the AM1 level of theory, with a global minimum reminiscent of
our conformer B.”® None of the other conformers were reported and thus we cannot
compare fully to our findings. However, optimization of this global minimum at the
HF/CEP-31g level of theory produced a structure with twist angles of 0.2°, suggesting it

is the same structure as our conformer B. The electronic excitation energies of all four

37



conformers are nearly the same, deviating by no more than 2 nm. The energetic
ordering of the four conformers remains almost identical, although conformers A and C
are now approkimately isoenergetic and have nearly the same twist angle and nitrogen
pyramidalization. Solvation induces some geometric changes, but nothing overly
drastic. These changes will be discussed in detail in 3.3.3C. Similarly, there is a change in
electronic excitation energies, to be discussed in detail in 3.3.3B, but all four conformers
continue to have nearly identical So—>S; excitation energies. These results indicate that
conformer D is the global minimum under all conditions considered in this study and will

be used exclusively for the remainder of our investigation.

3.3.2 Method Assessment

The adequacy of the approach used in this study is addressed in Table 3-1. The
experimental Ay values for NR range from 536 nm in benzene to 549 nm in
acetonitrile.” In general, both CIS and TD-B3LYP overestimate the excitation energy,
with TD-B3LYP closest to experiment. Most importantly, though, is that both methods
reproduce the experimental trend of red shifts with increasing solvent polarity. The CIS
values in benzene and acetonitrile are 321 nm and 328 nm, respectively, whereas the
TD-B3LYP values in benzene and acetonitrile are 502 nm and 516 nm, respectively. The
large inaccuracy of excitation energy by CIS has been well documented, where it
typically overestimates the energy of large molecules by 0.5-2 eV (1.52 eV when
comparing CIS acetonitrile predicted value to experiment).> TD-B3LYP was found to
overestimate the energy by 0.14-0.31 eV, which is a considerable improvement from

CIS.
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Figure 3-2: NR conformers Optimized structures (rB3LYP/6-31+G(d)) with twist

angle and pyramidalization gas phase geometries. TD-B3LYP excitation energies in gas

phase and acetonitrile are also shown from their respective geometries.[* relative to

conformer D, T relative to gas phase energy]



The experimental range of 13 nm is reproduced by TD-B3LYP while the CIS
range of 7 nm is approximately one-half that from experiment. TD-B3LYP also succeeds
in reproducing the slight increase in transition energy in the dielectric range of £=23-37.
The use of a larger basis set 6-311++G(d,p) (not shown) was found to decrease the TD-
B3LYP excitation energies by 2 nm and the CIS transition energies by 1-2 nm in every
case. The smaller basis set is assumed to be sufficient for the remainder of the study.
Despite the poor performance of the HF based method, we still included the results in
the remainder of this study since geometry optimization of the first excited state was

only possible within the CIS ansatz.

3.3.3 Effect of solvation on the absorption spectra of Nile Red

The direct and indirect consequences of solvation on the absorption spectra are
illustrated in Figure 3-3. The absorption spectra displayed were created from the
calculated excitation maxima using the GO3 default half-width at half height of
2685.83cm™. The four excitation spectra shown in Figure 3-3 correspond to (A)
unsolvated geometry/unsolvated excitation, (B) unsolvated geometry/ solvated
excitation, (C) solvated excitation/unsolvated excitation and (D) solvated geometry/
solvated excitation. This was done_ to partition the effects of geometry change on
excitation from those of solvation on the electronic transition. Spectra B and D, which
correspond to excitations in the presence of acetonitrile as solvent, show a large red-
shift in the excitation maxima in comparison to spectra A and C which correspond to
excitations in the gas phase. The presence of a solvent field also changes the geometry

which in turn brings a small red-shift of its own. This is noted when comparing spectra A
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and C, which correspond to excitation energies without the presence of a solvent field.

In spectrum A, the gas phase optimized geometry was used while in spectrum C the

acetonitrile optimized geometry was used.

Table 3-1: Effect of Solvent Polarity on NR absorption Maxima for TD-B3LYP Functional

and CIS using a 6-31+G(d) basis set. Experimental values are shown for comparison.

Solvent (g) Amax-B3tve™® Mmax-cis™ Mnax-expre.d
Gas Phase (0) 463 302 N/A
Benzene (2.247) 202 321 536
Binary Mixture 1 (4.52) >11 325 538
Binary Mixture 2 (12.50) >18 328 549
Binary Mixture 3 (20.51) >18 329 550
Binary Mixture 4 (22.53) >18 329 550
Binary Mixfure 5 (28.08) >17 328 550
Binary Mixture 6 (33.17) >17 328 550
Acetonitrile (36.64) >16 328 549

“Excitation energies calculated using geometries optimized in the corresponding solvent

* The preparation of Nile Red in solution was carried out with concentrations of 1uM.

Binary Mixtures were prepared by combining benzene with acetonitrile of known

volume ratio.
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The same effect can be observed on going from B to D. This solvent induced
geometry change also causes a red-shift in the excitation maxima, but to a much smaller
extent. Thus, the red-shift in the electronic spectra of NR is a result of the effect of the
solvent on both the electronic transition through an electrostatic stabilization of the
excited state and a solvent induced geometry change. Solvatochromism itself has been
extensively reviewed by Reichardt, most notably on the study of Betaine 30.2 The
partitioning of the solvent effects into an indirect geometry effect and a direct field
effect is relatively new® and can potentially provide more insight into the cause of
solvatochromism in NR. These two effects of the solvent field are now examined

individually by holding one constant.

3.3.3 A) Effect of solvent polarity on the electronic transitions

Figure 3-4 displays plots of changes in the calculated Ay« for a fixed geometry as the
solvent field is varied. In Figure 3-4(a), the CIS excitation energies for the first three
excitations at the HF optimized gas phase geometry are présented and in Figure 3-4(b)
the TD-B3LYP results at the B3LYP optimized gas phase geometry are given. Focusing
first on the CIS results, one notes that the Sq = S; transition, which is characterized as a
HOMO->LUMO transition, experiences a red-shift of 21 nm as the solvent polarity is
increased, from 302nm in the gas phase to 323 nm in acetonitrile. The majority of the
red-shift occurs between £=0-4.5 followed by a small increase in transition energy in the
dielectric range of €=4.5-37. The Sg > S, transition undergoes a small red-shift with
increasing polarity and is characterized by a mixture of configurations with a slight

predominance of the HOMO-5>LUMO transition. The Sp = S; transition is one that
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blue shifts with increasing solvent polarity and corresponds to a lone pair from the
carbonyl group being excited into the LUMO. Moving to the TD-B3LYP results, one

notes that the Sq 2 S; transition undergoes a red-shift with increasing solvent polarity,
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Figure 3-3: Partitioning the effects of solvent polarity and geometry on excitation
energy of NR. The red (A) spectrum represents the gas phase geometry of NR with gas
phase TD-B3LYP energy calculations. The green (B) spectrum represents the gas phase
geometry of NR with a solvated (acetonitrile, €=37) TD-B3LYP energy calculation. The
orange (C) spectrum represents the solvated (acetonitrile, e=37) geometry of NR with a
gas phase TD-B3LYP energy calculation. The blue (D) spectrum represents the solvated
(acetonitrile, e=37) geometry of NR with a solvated (acetonitrile, €=37) TD-B3LYP energy

calculation.
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-similar to the VCIS findings, and again the majority of the solvatochromic shift occurs in
the lower polarity range, bétween €=0-10. This suggests that there is a limit to how
" much stability a polar solvent can induce and is in agreement with the experimental
results (see Table 3-1) which show that the red shift associated with the first UV/VIS
absorption band of NR experiences little red shifting in the high solvent polarity range:
The B3LYP molecular orbitals involved in the first three electronic transitions of Nile Red
are displayed in Figure 3-5. Consistent with the CIS findings, the TD-B3LYP Sg 2 $;
transition is a HOMO->LUMO transition corresponding to a n* € transition. The TD-
B3LYP Sp = S; transition is bredominantly a HOMO-2 > LUMO transition and shows a
pronounced blue shift with an increase in solvent polarity while the S; = S3 transition is
predominantly a HOMO-12>LUMO transition and undergoes a small red-shift. As a
result, the two states cros§ at a dielectric value of approximately 5, reversing the order
of the two states. From this point forward, theTD-B3LYP S, label corresponds to the
HOMO-2>LUMO excitation of NR, despite it becoming higher in energy than the

HOMO-1->LUMO transition at higher solvent polarity.

As revealed in Figure 3-5, nearly all orbitals are stabilized by the increase in
solvent polarity. This HOMO-2 orbital energy is affected the most, followed by the
LUMO, LUMO+1 and HOMO-4 orbital energies. The HOMO orbital energy is unaffected
and the HOMO-1 orbital is only very slightly stabilized. This variability in orbital energy

stabilization is not uncommon3*3®

and only recently has a systematic understanding of
the effects been considered.?” The red shift in the Sg = Sy transition can be rationalized

as a result of the LUMO orbital energy being stabilized préferentially by the more
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polar solvent field. Since the S; = S, transition is predominantly a HOMO-2->LUMO
transition and the HOMO-2 orbital is stabilized twice as much as the LUMO by a polar
solvent like acetonitrile, the electronic transition is accompanied by a blue shift with an
increase in solvent polarity.On the other hand, since the S; = S; transifion is
predominantly a HOMO-1->LUMO transition and the HOMO-1 is slightly stabilized by a

polar solvent, a small red-shift is observed.

3.3.3 B) Effect of solvent polarity on ground state geometry

In Figure 3-3 it was shown that the effect of solvent polarity on the excitation
spectra of NR is twofold, and one of these effects is geometric in origin. The structures
obtained from a geometry optimization in each solvent polarity (¢=0-37) at both the HF
and B3LYP levels have a diethylamino group that is almost in plane with the fused ring
system. The changes in selected structural parameters of NR due to the change in
solvent polarity are shown in Figure 3-6. The twfst angle (see 3.3.1 for definition) for the
optimized structure in the gas phase was found to be 7.5° for HF and 6.3° for B3LYP. As
seen in Figure 3-6(a), an increase in solvent polarity decreases the twist angle
monotonically to 5.2° and 3.8° for HF and B3LYP; respectively. Although both methods
show the same trend, B3LYP predicts a larger twist angle. The decrease in the twist
angle of the diethylamino group as the dielectric constant of the solvent increases is
reinforced in Figure 3-7, which displays B3LYP energy scans of this twist angle in the gas
phase, benzene and acetonitrile. The barrier to rotation of the diethylamino group
increased by approximately 20 kJ/mol as the solvent dielectric constant increases from 0

to 37. Another inferesting feature revealed in the energy scan of NR is that, in benzene,
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the twist angle is very flexible close to planarity, with basically no significant increase in

energy up to a twist angle of 16°.

The change in the pyramidalization of the diethylamino nitrogen (see 3.3.1 for
definition), which is a measure of the degree of nitrogen lone pair delocalization is
presented in Figure 3-6(b) as the solvent polarity is increased. The overall change in
pyramidalization is very small, with all values close to 0°, suggesting that solvent polarity
has no affect on the delocalization of the lone pair into the neighbouring extended n-
system in the ground state. In the B3LYP case, there appears to be an initial quadratic
relationship (e=0-10) between pyramidalization and solvent polarity, which then
switches to a sinusoidal-like relationship for higher solvent polarities (€=10-36). In the

HF case, a sinusoidal-like relationship is seen over the whole solvent polarity range.

Related to both the twist angle and pyramidalization is the C-N bond length
between the diethylamino group and the ring system, labeled Cg-Nys in Figure 3-1. The
effect of solvent polarity on this parameter is given in Figure 3-6(c). An increase in
solvent polarity results in a contraction of the C-N bond at both the B3LYP and HF levels
of theory, consistent with a decrease in twist angle that results in a better overlap
between the Ibne pair and extended mni-system. The net change in bond length is 0.007 A
at the HF level and 0.012 A at the B3LYP level. Gas phase optimized values of 1.372 A
and 1.377 A for HF and B3LYP, respectively, infer significant C-N double bond character
and correspond to an already present good overlap between the lone pair and the

extended m-system. Previous studies reported slightly longer C-N bond lengths in NR of
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1.40 A (AM1) and 1.39 A (HF/CEP-31g).** These distances corresponded to our
conformer B, which has a slightly greater nitrogen pyramidalization (see Figure 3-2) that

would suggest less overlap.
3.3.3 C) Effect of solvent induced geometry change on excitation energy

Thé effect of the resulting geometry changes due to solvation on the excitation
energy are now considered through non-solvated CIS and TD-B3LYP energy calculations
of the first three excited states of NR using the nine HF and nine B3LYP optimized
structures from 3.3.3 B), which correspond to the global minimum in each solvent. The

results are presented in Figure 3-8.

The effect of the solvent induced change in twist angle on the CIS excitation
energies are given in Figure 3-8(a). The results indicate that there is little to no change in
.absorbance maxima, with the largest shift, of only 4nm, corresponding to the Sg 2 S
transition. The Sy => Sz transition, nominally a n*€n transition, is completely
insensitive to this geometry change. As expected from our earlier assessment of TD-
B3LYP as the more sensitive method, the same plot, but of the TD-B3LYP excitation
energies for the B3LYP solvent indu-ced change in twist angle, shown in Figure 3-8(b),
indicates that all three transitions exhibit a linear blue shift. The Sq = S, transition
shows the largest sen‘sitivity, with a blue shift of 22 nm. Recalling that a large twist angle
corresponds to a low solvent polarity, it would infer that the effect of the solvent
induced geometry change is a red-shift in the excitation maxima as the solvent polarity

increases. In 3.3.3 A) it was shown that the Sy =2 S, transition experiences a blue shift
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due to the large stabilization of the HOMO-2 orbital with increased solvent polarity. The
aforementioned solvent induced geometric red-shift is overpowered by the direct

influence of the solvent polarity on the transition energy.

The effects of solvent induced changes on the nitrogen pyramidalization for the
excitation energies can be seen in Figures 3-8(c) énd 3-8(d), respectively, for CIS and TD-
B3LYP. The CIS results show a very minor red-shift of between 2 nm and 4 nm with
increasing nitrogen pyramidalization for all three excitations. Again, the TD-B3LYP
results exhibit a greater sensitivity, with a red-shift of between 4 nm and 16nm with
increasing nitrogen pyramidalization. This red-shift is most prominent for the So 2 S,
transition, which experiences a red shift of 22 nm when pyramidalization is increased
from 0.15 to 0.65. However, since the relationship between the nitrogen

pyramidalization and solvent polarity is a minor issue, one cannot comment further.

As noted in 3.3.3 B, the twist angle and C-N bond distance are intimately related.
Thus, as shown in Figures 3-8(e) for CIS and 3-8(f) for TD-B3LYP, which plots the effect of
the solvent induced change in C-N bond length on the three excitation energies, the
effect of C-N bond expansion is a red shift in the electronic transition energies. Again,
the TD-B3LYP results are- more sensitive to changes and the Sg = S; transition

experiences the largest shift at this level of theory.
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3.3.3 D) Effect of Solvent on the Oscillator strength, Dipole Moment and Polarizability

Changes in oscillator strength, dipole moment and polarizability due to changes
in the solvent field dielectric for the S; = S, transition in Nile Red are presented in Table
3-2. As mentioned earlier, this transition corresponds to a HOMO—)LUMO transition and
experiences a red shift with an increase in solvent polarity. Another feature of this
transition is an increase in oscillator strength with increasing dielectric, as seen in Table
3-2. The increase, from 0.74 to 0.96 for TD-B3LYP and from 1.28 to 1.45 for CIS, occurs
over a small dielectric range (e=0-10). Thereafter it remains constant except at the
highest dielectric values, where it decreases slightly. The magnitude of the dipole
moment of NR (illustrated in Figure 3-9) is also affected by the solvent field, which
indicates that the polarizability is non-zero. The B3LYP predicted value in the gas phase
is found to be 9.28 D, which is 6 D smaller than the dipole moment of 15.11 D predicted
for NR in acetonitrile. Similarly, the HF predicted value in the gas phase is 8.03 D, which
is ca. 3 D smaller than the dipole moment of 11.04 D predicted for NR in acetonitrile. As
highlighted in the Introduction, there have been several experimental determinations of
the ground state dipole moment of NR. Briefly, from thermochromic studies in two
different solvents (acetone and 2-methyl tetrahydrofuran) values of 8.4 D and 7 D were
obtained,>* while using the Lippert method, which employs many solvents, a ground
state dipole moment of 8.9 D was obtained. Using the latter as the more robust value
for a permanent dipole moment, one finds that the HF gas phase prediction
underestimates the dipole moment by ca. 0.9 D and the corresponding B3LYP value

overestimates the dipole moment by ca. 0.4 D. The last item to consider here is the
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effect of solvent polarity on the polarizability. Both the B3LYP and HF calculated
polarizabilities for the ground state of NR increase with the dielectric constant. The
B3LYP polarizabilities exhibit a very large initial shift, from 332 a.u. to about 500 a.u.
between £=0 and £=10 and then level off at around 520 a.u.. The HF results exhibit a
similar trend but begin at 271 a.u. in the gas phase and end at 385 a.u. in acetonitrile.
Kawksi et al.’® suggested that the polarizability should not be neglected in commonly
used approaches for determining the dipole moment, it would appear that even when
the polarizability is included, one may need to consider its solvent field dependence as
well. Krishtal et al. reported the influence of structure on the polarizability of methane
sulfonic acid clusters that suggests polarizability can also be partitioned into a field

effect and geometry change effect.®

Table 3-2: TD-DFT and CIS Oscillator strengths (HOMO-2>LUMO transition), Dipole

Moments and Polarizabilities of NR optimized at B3LYP and HF levels of theory.

B3LYP HF
e* f Mg/ D <a>/ a.u. f Mg /D <a>/ a.u.
0.00 0.74 9.28 331.71 1.28 8.03 271.02
2.25 0.95 11.47 401.24 1.44 9.34 314.60
4.52 0.96 13.00 451.30 1.45 10.13 344.37
12.50 0.96 14.41 498.15 1.45 10.76 371.34
20.51 0.95 14.80 511.34 1.45 10.92 378.84
22.53 0.95 14.85 513.11 1.44 . 10.94 379.76
28.08 0.94 14.98 517.08 1.44 10.99 382.30
33.17 0.94 15.06 520.20 1.44 11.03 383.83
36.64 0.93 15.11 521.82 1.43 11.04 384.64

*See Table 3-1 for solvent description
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Figure 3-9: Visualization of the ground state B3LYP and HF and CIS excited state

dipole moment vectors of NR in gas phase, benzene and acetonitrile.
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3.3.4 Effect of solvation on the emission spectra of Nile Red
3.3.4 A) Effect of solvent polarity on the electronic transition

Using the CIS/6-31+G(d) optimized geometries for the first excited state of NR
allows one to examine the effect of solvent polarity on the emission spectra. The CIS
transition energies at both the ground and excited state optimized geometries are
plotted against the change in solvent polarity in Figure 3-10. The previously noted CIS
overestimation of the transition energies is observed here as well. In both states, the
corresponding optimized geometry at that particular dielect‘ric constant was used for
assessing the transition energy. Gas phase (€=0) and acetonitrile (e=37) CIS emission
energies were found to be 308 nm and 377 nm, respectively, and a more pronounced
solvatochromic shift is observed in the emission spectra for larger solvent polarities,
consistent with experimental findings19 (included in supplementary data). In the gas
phase, a difference of 6 nm is found between absorpti.on and emission, indicating that

the excited state geometry does not have a significant impact on the transition energy.
- 3.3.4 B) Effect of Solvent Polarity on the excited state Geometry

The solvent induced changes in the excited state geometry for selected
geometric parameters are given in Figure 3-11 along with the corresponding changes in
the ground state for comparison. The change in the twist angle of NR is given in Figure
3-11(a) and one sees that this parameter in the first excited state exhibits about the
same solvent effect as in the ground state. Therefore, the twist angle does not seem to

be a
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factor in the increased excited state solvatochromic effect. The effect of solvent po!arity
on the pyramidalization of the first excited state is explored in Figure 3-11(b). The
nitrogen pyramidalization in the first excited state follows a quadratic rise between €=0
and £=10 and then appears to exhibit a sinusoidal change upon increasing solvent
polarity. The near 0° values obtained suggest that there is very little pyramidalization in
the ground or first excited state and that the hybridization of the diethylamino nitrogen
can be readily described as sz“ The most significant geometric difference between the
ground and excited state occurs for the C-N bond (Figure 3-11(c)). This bond distance in
the first excited state of NR is longer than in the ground state, but the difference seems

to be about 0.01 A regardless of solvent polarity.
3.3.4 C) Effect of Solvent polarity on the First Excited State Dipole Moment

The CIS predicted dipole moment for the first excited state is compared with the
respective ground state dipole moment in Table 3-3. Except for the gas phase value, all
excited state dipole moments are larger than the corresponding ground state values.
This would generally confer a red-shift with increasing solvent polarity as the earlier
results demonstrated. The odd prediction of the gas phase first excited state dipole
moment being less than that of the ground state value could be attributed to the poor
accuracy of the CIS method. The overall change in dipole moment (Ap=1—2.4 D) for
solvated NR appears to be considerably underestimated in comparison to vélues found
in literature. Most findings for NR have the Ap anywhere from 3 D to 11.6 D. A
theoretical paper by Golini and Williams found a locally excited state of NR having a

dipole moment (1.6 D) considerably less than its ground state (5.9D)," suggesting that
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we may have located a locally excited state and further studies on the excited state
properties are needed, especially in light of the difference in findings between HF and
B3LYP. Also, it should be noted that the optimized excited state geometries of NR were
not confirmed to be hinima since no frequency analysis was performed due to program

limitations.?>

Table 3-3: Ground and Excited state Dipole Moments of Nile Red solvated in solvent

with corresponding polarity.

e* HF S, /D CISS; u./D Ap/D
0.00 8.03 7.51 -0.52
2.25 9.34 10.33 0.99
4,52 10.13 11.58 1.46
12.50 10.76 12.71 1.94
20.51 10.92 13.02 2.10
22.53 10.94 13.06 2.12
28.08 10.99 13.17 2.18
33.17 11.03 13.25 2.22
36.64 11.04 - 13.29 2.24

*See Table 3-1 for solvent description

3.4 Conclusions

CIS and TD-B3LYP calculations of the excited states of Nile Red in PCM modeled
solvents of various polarities were found to successfully reproduce trends observed in

the experimental excitation and emission spectra.

The successful partition of the effect of polarity into a direct effect on the
excitation energy and an indirect geometry induced effect on the transition energy
provided further insight to the sensitive nature of these electronic transitions in NR. The

twist angle about the diethylamino group and planar ring system as well as the related
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C-N bond length were found to sufficiently describe the geometric change occurring
with increased solvent polarity. The relationship between pyramidalization and
excitation energy was negligible and this structural parameter appears to have little
effect on the absorption spectrum of NR. The TD-B3LYP calculated excitation energies
were found to be more accurate than those from CIS, which seriously overestimated the
transition energies. However, both approaches show similar trends, but with the TD-
B3LYP results more sensitive to the effects of non-specific solvation. The first excited
state of NR was optimized using CIS, but the results suggest it is a locally excited state
that exhibits a red shift in the emission spectra. No evidence of a Twisted
Intramolecular Charge Transfer (TICT) state was found in this study. However, future
experiments using TD-DFT excited state geometries could potentially resolve the matter

with a systematic energy scan along the twist angle reaction coordinate.
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Chapter 4

POLARITY OF NILE RED IN BINARY MIXTURES CONTAINING
ACETONITRILE
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4.1 Introduction

Nile Red (Figure 4-1) is a lipophilic fluorescent dye that possesses absorption and
emission bands that are highly sensitive to its physical and chemical environment. For
this reason, Nile Red (NR) has been used as a stain in fluorescence microscopy,’ a laser
dye,? and in forensics.> NR has also been used as a probe in the microenvironment of
polymers,*® ionic liquids,®” proteins and substrates,®® pesticides on vegetables,'® and as
a sensor for organic vapours.'! Recently, it has helped elucidate the mechanism of
protein kinase inhibition for the synthesis of anti-cancer drugs.’® The sensitive nature of
NR is attributed to a large increase in dipole moment magnitude when going from the
ground to excited state. The origin and future potential for the application of NR is thus

lies in its ground and excited state dipole moment values.

@E“\]
N o) o

B Nile Red

Figure 4-1: Molecular Structure of Nile Red

Experimental determination of the ground and first excited state dipole moment
can be obtained with high accuracy using fluorescence polarization, electric dichroism
and Stark spectroscopy; however these techniques demand extensive amounts of
equipment and have never been used for Nile Red. It is more popular and economical to
use a method which measures the absorption and emission band shift as a function of

solvent polarity (solvatochromic) or temperature (thermochromic). Both solvatochromic
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and thermochromic methods plot the Stokes shift (energy difference between the
emissibn and absorption bands) to solvent polarity and temperature respectively, and
thus measuring Stokes shift is important. These methods have been used to determine
the change in dipole moment of NR. Dutt et al. (1990) first reported a change of 1 D in
alcohol-water mixtures.”® Ohta et al. (1995) reported a change in dipole of 6.8 D for NR
in a collection of non-polar and polar soI\‘/ents.5 Ghoneim (1999) conducted a
thermochromic study of NR in methyl-tetrahydrofuran and 1-butanol and found a
change in dipole moment of 7.5 D and 10 D respectively.’* Most recently, Kawksi and
co-workers reported NR dipole moment values usiné both methods, obtaining change in
dipole moment values of 1.8 D + 1 D (solvatochromic)®® and 1.75 D + 0.5 D
(thermochromic).’® The large discrepancy from literature values was attributed to poor
solvent selection or the assumptiqn that the polarizability of NR is zero. Our previous
theoretical investigation'” of NR predicted a Ap of 0.99 D in benzene and 2.24 D in
acetonitrile in agreement Kawksi et al. values. However, the techniques used (HF and
CIS) were shown to overestimate excitation energies and in addition, the predicted HF
ground state dipole moment was significantly less than that predicted by density
functional theory. For this reason we chose to continue pursuing the Ap of Nile Red with

experimental techniques.

The excitation and emission bands of NR are still of interest and are similar to
the donor-acceptor molecule 4-(N,N)-dimethylaminobenzonitrile (DMABN). Both
possess a dialkylamino donor group and two maxima in the emission band.*® This dual

fluorescence in NR has been attributed to two minima on the first excited state
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potential energy surface separated by a large geometry change and accompanied by
charge transfer (CT).* Proposed geometry changes include a twist of the donor

20,21

functional group (TICT), planarization of the donor (PICT),*? Pseudo-Jahn-Teller

effect’? and rehybridization of the acceptor (RICT).?

The absorption band of NR is also structured but has been given less attention.
Ohta et al. who first reported two peaks in the absorption band, monitored the
excitation spectra and lifetimes from the emission peak and concluded that they are
from the same electronic state, which suggested that vibronics are responsible.® Boldrini
et al. reported that the inhomogeneous band structure of the absorption and emission
spectra can be reproduced by using a two-state electronic model coupled to internal
vibrations consistent with Ohta et al., but little information on the geometry change
associated with the vibration was given.”* Yablon et al. also made note of dual
absorption and emission peaks for NR in alkanes and olefins which varied as a function
of refractive index.”> However, although they found only the second emission peak to
red-shift linearly with the refractive index, both absorption bands can Ee seen red-

shifting in their report, but which absorption maximum to use is not discussed.

Common practice for measuring the Stokes shift is to take the difference of the band
maxima (cm™). For structured spectra of molecules that undergo large geometric
changes in the excited state , this approach can result in poor correlation with the
solvent descriptor_.26 In this communication, the change in dipole moment Ap is

determined in binary solvent mixtures by plotting the Stokes shift as a function of the
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solvent polarity parameter EN. It is well known that preferential solvation in binary
mixtures occurs for both Betaine 30%*! and Nile Red,** and we address its implications
in each case. The selection of absorption peak to use in a structured absorption band

and its implications on Stokes shift is explored.

In this study, the solvent polarity parameter is derived from the transition energy
of the solvent sensitive dye (l): 4-[2,4,6-tri{(phenyl)pyridinium-1-yl]-2,6-
di(phenyl)phenolate, commonly known as Betaine 30. Details on Bétaine 30 have been
previously given in a monograph®? and reviewed;* and only a brief presentation is given
here. The polarity parameter is represented by the transition energy E(30), obtained
from the measurement of the maximum absorption wavelength of Betaine 30 in a
solvent from where polarity is to be measured. The polarities of a large number of
solvents have been determined using the A, values of the CT n€n absorption band of
betaine dye and converted into the polarity parameter known as Et(30) (kcal/mol) using
equation (4-1) (where h, ¢, and N are Planck’s constant, velocity of light, and

Avogadro’s number, respectively).

Er(30) = hcN, ¥ = 28591 —

(4-1)

max

In order to avoid conversion of the E; (30) values between the non-SlI unit
(kcal/mol) and the Si-unit (kJ/mol) and to facilitate fitting of experimental data to a
given model, the dimensionless, or normalized, polarity parameter E¥ is calculated
according to equation (4-2), where EVis the normalized polarity parameter whose

values for water (EY =1.0000) and tetramethyl silane (E¥ = 0.0000) are based on
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numerical values Er (30) of 63.1 kcal/mol and 30.7 kcal/mol for water and TMS,

respectively.

EN — [ET(30)s01vent—ET(30)TMS] _ [ET(30)s01vent—30.7]
T [ET(30)water_ET(30)TMS] 32.4

(4-2)

Due to the limited solubility of Betaine 30 in some non-polar solvents and
mixtures, the lipophilic Betaine 45, which possesses tert-butyl groups substituted on the
peripheral phenyl groups in the 4- positions, is used. lts solvent polarity parameter, Er

(45), can be converted to E(30) using equation (3).*

Er(45)—1.808]
0.9424

Er(30) =1 (4-3)

The change in dipole moment Ap can be obtained from the slope of the line
when plotting the Stokes shift against the solvent polarity parameter E%V,"‘z according to
equation (4-4).

| 2, \3
Vabs — Vauo (cm™1) = 11307.6 X [(AATZ) (Ef) ]E¥ + constant (4-4)

Where Vg, and Vg, are the absorption and emission maxima, and Ap is the
change in dipole moment for Nile Red (NR). Apg (9 D) is the change in dipole moment
for Betaine 30 determined from Stark spectroscopy®® and ag (6.2 A) is the Onsager cavity
radius for Betaine 30.3 The Onsager cavity radius for NR is denoted “a” and is estimated
from Van der Waals volumes. However, different models can be employed for

calculating the volume and this is has been the case for Nile Red. Ohta and coworkers
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have used determined the radius to be 5A,> while Kawski used the same cavity radius of

4.1A, originally used by Dutt.”* We chose to use the value of Ohta (5A), although there
is little consequence in having a poor approximation for the cavity size to the EY
method. This is because any error in the estimation of the radius is overcome by taking a
ratio of the cavity volumes of Betaine 30 and Nile Red. Thus the plot of the Stokes shift,
LHS of equation (4-4), against EF yields a sfraight line whose slope is used in the

determination Ay for each set of binary solvent mixtures.

It is worth mentioning that the Stokes shift has been found to correlate better to
EN than previous formulations of solvent polarity.*® This is because the E¥ methbd, as
developed by Ravi and co-workers, eliminates the error associated with a poor cavity
radius approximation as discussed, and also accounts for solute polarizability, and
dielectric enrichment.** The EN method does not assume the polarizability of the solute
to be zero, as due the formulation derived from the F; and F, parameters, since the
solvent is characterized by the Betaine 30 dye which can partially account for the
polarizability of the solvent. In binary mixtures, dielectric enrichment (DE) may occur
and a disproportionate arﬁount (relative to the bulk of the mixture) of the more polar
solvent may accumulate in the solvent shells around the solute molecule. In this study,
the degree of DE occurring for both Nile Red and Betaine 30 is assessed through the

plotting of their spectral data vs. the mole fraction of the more polar solvent.
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4.2 Experimental

NR was purchased from Sigma-Aldrich and was used without further purification.
The solvents used were acetonitrile, ethyl acetate, benzene, fluorobenzene,
chlorobenzene, bromobenzene and iodobenzene which were obtained from Sigma-
Aldrich. They were dried with molecular sieves for at least 72 hours before use. Betaine
dye and its tert-butyl substitute were a gift from Prof. Dr. Christian Reichardt (Marburg,

Germany) and were used as received.

Binary mixtures of each solvent with acetonitrile were prepared. The
concentration of stock solution of NR in each solvent was 1.97x10°> M. One mL of stock
solution was added to various amounts of solvent and each was made up to 25 mL with
acetonitrile. The spectra of betaine in mixtures and fluorescent spectra of each mixture
were recorded with Perkin Eimer Lambda 11 UV/VIS spectrometer and Perkin Elmer LS

50B luminescence spectrophotometer, respectively.

4.3 Results and Discussion
4.3.1 Band structure and its Implications

The absorption bands of Nile Red in AcN / EtOAc are shown in figure 4-2(a). It can be
seen that in neat ethyl acetate, the absorption band is comprised of 2 maxima at 523
nm and 535 nm with the former being the absolute maximum. However, with increasing
solvent polarity (increasing the mole fraction of AcN), the peak at 523 nm does not
change by more than 2 nm, while the peak at 535 nm red-shifts toward 549nm in neat

acetonitrile. The intensity of the two absorption peaks also change with increasing
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Figure 4-2: (a) Absorption and (b) Emission Spectra of Nile Red in ethyl acetate,

acetonitrile, and ethyl acetate/binary mixtures comprised of different mole fractions of

acetonitrile.
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solvent polarity, as the red-shifting peak becomes the absolute maximum with
increased AcN composition. For determining the dipole moment of Nile Red, only one
absorption peak should be selected for all mixtures to avoid a discontinuity in the linear
plot of equation (4-4). In the thermochromic analysis reported by Kawski, Nile Red in
EtOAc was shown to have two peaks in the absorption band at room temperature,
however at high temperature, only the more red-shifted peak is observed and thus only
one absorption peak can be used to obtain the Stokes shift. Yet the significance of the
absorption maximum at 523 nm that disappeared at higher temperatures was never

discussed, and it may be of vibronic, electronic or conformational origins.

From our previous unpublished work using cyclohexane / ethyl acetate solvent
mixtures, it was found that using the peak at 520-525 nm provided good correlation
(r2=0.9828), whereas the red-shifting peak maximum was not always present so that a
Stokes shift measurement could be taken. In cyclohexane / nitrobenzene mixtures, the
red-shifting peak was present in all six mixtures investigated, but the plot of Stokes shift
vs. EN resulted in a poor linear regression. In this report, it is shown that for the AcN/
substituted benzene series, two sets of Stokes shifts values (per solvent mixture) can be
obtained and both correlate well with the solvent parameter EY, and result in two

different values for the change in dipole moment.

In the following sections both sets of Stokes shifts are plotted against a common

solvent polarity parameter EY: the first set uses the absorption maxima that is not
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sensitive to solvent polarity (~*523 nm) and is designated as Set 1, while Set 2 uses the

absorption maximum that red-shifts from approximately 530 nm to 550 nm.

The emission bands of Acetonitrile (AcN) / Ethyl acetate (EtOAc) are shown in Figure
4-2(b). It can be seen that in neat ethyl acetate, the emission maximum is at 588 nm.
Increasing the mole fraction of acetonitrile resulted in a red-shift of the emission
maximum from 588 nm to 610 nm. In all solvents (both neat and binary), only an
emission peak with charge transfer nature was found. Thus the Stokes shift can be taken

from one set of emission peaks.

4.3.2 Acetonitrile / Ethyl Acetate Mixtures

The plot of Stokes shift vs. EY is shown in Figure 4-3(a). Set 1 (Stokes shift
obtained using the stationary absorbance peak) yields a plot that gives good correlation
(r’=0.9842) and a slope of 2241.7. The change in dipole moment was found to be 2.90 D
and an error of 1.27 D, which were‘calculated from the slope and standard deviation of
the slope, respectively.

Set 2 (Stokes shift obtained using the red-shifting absorption maximum) yields a
‘plot that has poor linear correlation (0.0729) and a slope of 205.2. The change in dipole
moment obtained from the second set was found to be 0.88 D with an error of 0.74 D.
For Set 1, no literature has ever been reported using this absorption maximum.
However, it is the most reliable, as will be evident in further sections, because it is

always present as a maximum in neat non-polar, neat polar solvents and the mixtures
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Figure 4-3: Plots corresponding to NR in acetonitrile/ethyl acetate binary mixtures:
(a) solvatochromic plot of Stokes shift vs. solvent polarity parameter EN: ® Set 1 and 4
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(c) Plot of the solvent polarity parameter E¥ vs. mole fraction of acetonitrile.
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presented in this study. The change in dipole moment from Set 1 is in agreement with
the work by Kawski et al, who reported values of 1.8 D from a solvatochromic technique
in neat solvents.'® Perhaps of more interest, Kawski also found a Ap of 1.9 D in Ethyl
acetate and 1.6 D in 1, 2-Dichloroethane (average of 1.75 D) from a thermochromic
study.'®If Kawski had used the same Onsager cavity Radii for NR (5A), his average value
would be 2.35 D. This value is only different from our reported value by 0.55 D. Kawski
also mentioned that assuming the polarizability of NR to be zero can result in
overestimation of Ap (5-11 D), which several authors did.>***” However, Kawski and co-
workers used the absorption band corresponding to Set 2 in which we obtained a lower
Ap (0.88 D) and a very poor regression coefficient (r’=0.0729). Comparing to our
theoretical investigation of NR by ab initio methods, we found a change in dipole
moment from between 1.0 D in benzene and 2.2 D in acetonitrile.’’ The work of Yablon
and coworkers found the absorption peak of NR in non-polar solvents (heptanes,
dodecane and poly-alpha olefins) to have the red-shifting peak as the absolute
maximum at about 490 nm, but it is not discussed as to why it is only a local max.imum

in the higher polar solvents.”

Set 2, which uses the red-shifting peak to obtain Stokes shift values, appears to have
“a linear relationship for the first three data points, but a sudden decrease in Stokes Shift
from 1904 cm™ to 1735 cm™ occurs and little sensitivity after a EY value of 0.4105 is
observed. This non-linearity makes the plot unreliable for attaining a change in dipole

moment since there will be a large error associated with its calculation.
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Since preferential solvation can occur for NR, Betaine 30, or both, we have plotted'
both Stokes shift and E¥ vs. mole fraction of AcN and they are shown in Figures 4-3(b)
and 4-3(c), respectively. These plots assess non-ideal increases of each variable with the
mole fraction of AcN because of dielectric enrichment. In Figure 4-3(b), Set 1 is shown to
have a slight deviation as the Stokes shift is greater than ideality. However, the plot
of E’TV Vs. Xacn is also shown to deviate from ideality, indicating that a higher xacy ratio is
present in the solvent shell than the bulk of the mixture, especially at small fractions.
This however has little impact on the plot of Stokes shift vs. EY plot since no curvature

is observed.

4.3.3 Acetonitrile / Benzene

The plot of Stokes shift vs. E¥for Nile Red in AcN/benzene is shown in Figure‘4-4(a).
It can be seen that using either set of Stokes shifts produced a linear plots. The line of
best fit for Set 1 was found to have a slope of 2790.4 and an r’=0.9732. The slope of the
line of best fit for Set 2 was found to be 1673. 8 and the regression coefficient was
r’=0.9474. The change in dipole moment obtained from Set 1 was found to be 3.24 D +
0.94 D, while for Set 2 the change in dipole moment was 2.51 D + 0.81 D. The
discrepancy between the two slopes is large and it originates from the absorption bands
used, since the two sets use common EY and emission maxima values. Ap of Set 2 is in
better agreement with the values of Kawski, being different from his thermochromic Ap
values by 0.15 D, possibly due to Set 2 being the more correct pairing of
excitation/emission maxima. Set 2 corresponds to the absorption band that experiences

a red-shift upon increasing solvent polarity, which is also the case for the one emission
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maximum used. In contrast, the usage of Stokes shifts from Set 1 has been shown to be

effective in every case, and for this reason each set remains valuable.

The effect of dielectric enrichment (DE) around NR is shown in Figure 4-4(b), while
the effect of DE around Betaine 30 is shown in Figure 4-4(c). AcN/benzene mixtures
have been known to behave in a non-ideal way, however, it was necessary to investigate
whether DE would occur around both solutes.®® It can be seen that NR has an affinity for
the more polar solvent AcN, since both Set 1 and Set 2 exhibit a rapid increase in Stokes
shift while the xacy is low. Betaine 30 also experiences DE and has an affinity for AcN,
since a rapid increase in E’TV is observed after just a small increase in xacn. DE occurs
more around NR than for Betaine 30. This is evident in the solvatochromic plot in Figure
4-4(a), in which both Sets 1 and 2 experience curvatures with downwards inflections.
Hypothetically, in the event that DE would occur more for Betaine 30 than NR, a
curvature of upwards inflection would be observed. The consequence of any curvature
is a slope with a larger associated error. In the sections 3.4 through 3.7, it is shown that
Set 1 appears to continue this trend of having the DE of NR being greater than the DE of

Betaine 30, however for Set 2 the opposite is true.

4.3.4 Acetonitrile / Fluorobenzene

The plot of Stokes shift vs. EY for Nile Red in AcN/fluorobenzene is shown in Figure
4-5(a). For Set 1, the line of best fit was found to have a slope of 2358.7 and a
regression coefficient of r’=0.9642. The resulting Ay was then found to be 2.98 D with

an error of 0.92 D. For Set 2, the line of best fit was found to have a slope of 1144.5 and
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a regression coefficient of r*=0.9485. The resulting Ap is then 2.07 with an error of 0.71
D. Similar to that of the AcN/benzene mixtures, the slope determined from Setl was
found to be larger than that found for Set 2. However, they are in poorer agreement

with each other, differing by 0.9 D.

The large discrepancy is due to a lower value of Ay from Set 1 and an even lower
value of Ap from Set 2. As mentioned in sections 4.3.2 and 4.3.3, the Ap obtained from
Set 1 may be overestimated due to the error brought on by dielectric enrichment (DE)
which occurs more for Nile Red than for Betaine 30. This results in curvature with a
downwards inflection in the solvatochromic plot of Stokes shift vs. EY and thus a larger
associated error. The evidence of DE can be seen in Figures 4-5(b) and 4-5(c), where
Figure 5-4(b) is the plot of Stokes shift vs. xacn and Figure 4-5(c) is the plot of the solvent
polarity parameter E}vs. xann. Figure 4-5(b) shows that Set 1 shows some deviation
from ideality, and that Nile Red experiences some DE upon increasing Xacn. The DE is
considerable less for NR in AcN/fluorobenzene mixtures than the DE that occurred in
AcN/Benzene mixtures, which is expected because fluorobenzene possesses a static

dipole moment, while benzene does not.

For Set 2, the Al obtained in AcN/fluorobenzene has decreased from 2.51 D to 2.07
D relative to the AcN/benzene mixtures. It was found that the Stokes shift of Set 2
followed ideality. DE did occur around Betaine 30 and this lead to a curvature with an

upwards inflection in the solvatochromic plot of Set 2,which is evident in Figure 4-5(a),
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but deviation from non-ideality is less than what was found for AcN/benzene mixtures.

This curvature will also lead to an increase in error associated with Ap.

4.3.5 Acetonitrile / Chlorobenzene

The solvatochromic plot of Stokes shift vs. EF for Nile Red in AcN/chlorobenzene is
shown in Figure 4-6(a). For Set 1 the line of best fit possessed a sIbope of 2164.1 and a
regression coefficient of r*=0.9549. The calculated Ay was determined to be 2.85 D with
an error of 0.94 D. This value is in agreement with the Ap obtained from Set 1 for NR in
AcN/EtOAc (2.90 D + 1.27 D) and AcN/fluorobenzene (2.98 D + 0.92 D) mixtures. In
Figure 4-6(b), which is the plot of Stokes shift vs. Xacn, it can be seen againrthat DE occurs
for the absorption band of Set 1. Betaine 30 experiences very little DE, which is evident
in the near-ideal plot of Figure 4-6(c). The consequence of only NR experiencing DE
results in a slight curvature, and the correlation coefficient of the solvatochromic plot
(Figure 4-6(a)) is fairly good (r?=0.9549). For Set 2, the line of best fit possessed a slope
of 1359.6 Ap was found to be 2.26 D + 0.54 D, which is between that obtained for NR in

AcN/fluorobenzene (2.07 D) and AcN/benzene (2.51 D) mixtures.

Figure 4-6(b) is the plot of Stokes shift vs. xacy and it shows, for Set 2, DE around NR
is minimal and can be considered ideal whereas for Set 1 some DE occurs. DE of Betaine
30 in chlorobenzéne/AcN mixtures is also observed and thus curvature in the
solvatochromic plot 4-6(a) is noted. Despite this, the curvature was minimal as the

regression coefficient for Set 2 (r*=0.9864) is quite good.
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Figure 4-6: Plots corresponding to NR in acetonitrile/chlorobenzene binary mixtures:
(a) solvatochromic plot of Stokes shift vs. solvent polarity parameter EN: B Set 1 and ¢
Set 2, (b) Plot of Stokes shift vs. mole fraction of acetonitrile for: B Set 1 and 4 Set 2,

(c) Plot of the solvent polarity parameter E¥ vs. mole fraction of acetonitrile.
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4.3.6 Acetonitrile / Bromobenzene

The solvatochromic plot of Stokes shift vs. E%’for Nile Red in AcN/bromobenzene is
shown in Figure 4-7(a). For Set 1 the line of best fit possesses a slope of 1820.1 and a
regression coefficient of r’=0.9701. The calculated Ap was 2.62 D with an error of 0.94
D. Again, this value is slightly lower than the values of AcN/fluoro- (2.98 D) and
AcN/chloro- (2.85D) benzenes but there is fairly good agreement. In Set 2, the line of
best fit possessed a slope of 1551.7 and the calculated Ap was then determined to be
2.41 D with an error of 0.73 D. This value is comparable to the values found in chloro-

and fluoro- substituted benzenes as well as benzene itself.

The analysis of DE is also comparable to the other two substituted benzenes
analyzed. The plot of the Stokes shift vs. xacn is shown in Figure 4-7(b). It can be seen
that minimal DE occurs to in AcN/bromobenzene mixtures. In Figure 4-7(c), it can be.
seen that the DE of Betaine 30 is also similar to that found in the fluo_ro- and chloro-
substituted benzenes. The result again is a solvatochromic pIo't (Figure 4-7(a)) with
downwards curvature but does not affect the linearity of the Stokes shift vs. E¥, since
the regression coefficient of r’=0.9681 shows a good linear relationship. The effect of
substitution for the increasing order of Ay was now found to be Br<CI~F<H, which
suggests that Ap of NR is dependent on substituent (atomic) size or polarizability for the
halogenated benzene used. If the pqlarizability is responsible for the lowering of the
calculated Ap, then it would be fair to assume that investigating NR in a highly
polariiable solvent will give lower Set 1 Au values than for a solvent that is not

| polarizable.
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Figure 4-7: Plots corresponding to NR in acetonitrile/bromobenzene binary mixtures:
(a) solvatochromic plot of Stokes shift vs. solvent polarity parameter EN: B Set 1 and 4
Set 2, (b) Plot of Stokes shift vs. mole fraction of acetonitrile for: ® Set 1 and 4 Set 2,

(c) Plot of the solvent polarity parameter EY vs. mole fraction of acetonitrile.
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The analysis of DE is also comparable to the other two substituted benzenes
analyzed. The plot of the Stokes shift vs. Xacn is shown in Figure 4-7(b). It can be seen
that minimal DE occurs to in AcN/bromobenzene mixtures. In Figure 4-7(c), it can be
seen that the DE of Betaine 30 is also similar to that found in the fluoro- and chloro.-
substituted benzenes. The result again is a solvatochromic plot (Figure 4-7(a)) with
downwards curvature but does not affect the linearity of the Stokes shift vs. E’TV, since
the regression coefficient of r’=0.9681 shows a good linear relationship. The effect of
substitution for the increasing order of Ap was now found to be Br<CI~F<H, which
suggests that Ap of NR is depenc;ent on substituent (atomic) size or polarizability for the
halogenated benzene used. If the polarizability is responsible for the lowering of the
calculated Ay, then it would be fair to assume that investigating NR in a highly

polarizable solvent will give lower Set 1 Ap values than for a solvent that is not

polarizable.

The order of increasing Set 2 Au for the series of substituted benzene solvents is
F<Cl<Br<H. Thus far, the order indicates that there is a relationship between the polarity
range of solvents which one investigates NR and the calculated Ap. The Ap may be
dependent on the polarity range that Nile Red is being investigated, because the
benzene (-H) would evaluate the Stokes shift of NR in a significantly larger polarity range
(E¥=0.12 to EY=0.51), while chlorobenzene and fluorobenzene evaluatesA NR in a
smaller polarity range (E¥=0.26 to E}=0.51). Our unpublished results of NR in
cyclohexane/EtOAc binary mixtures supports this speculation, since we found a NR Ap

value of 4.77 D, which analyzes NR in the non-polar to moderately polar solvent region
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(EX¥=0.04 to EY=0.26). It is hypothesized that Ap is dependent on the polarity range
because the ground state dipole moment (yg) increases dramatically to the external
field of the solvent and the EY method measures the change of the induced aipole
moments. Supporting this is our DFT study of Nile Red in which the gas phase Ap, (9.28
D) was significantly lower than Ay, in acetonitrile (15.11 D). This means that
polarizability of NR must be taken into consideration. Kawski was first to point out that
NR should not be assumed to have a polarizability of zero, however the validity and
impact of their assumption that 2a/ap = 1 is a fix to accounting for the polarizability of

NR also needs to be questioned.

4.3.7 Acetonitrile / lodobenzene

The solvatochromic plot of Stokes shift \)s. E’T"for Nile Red in AcN/iodobenzene is
shown in Figure 4-8(a). For Set 1 the line of best fit possesses a slope of 1450.4 and the
change in dipole moment was found to be 2.33 D + 0.89 D. The Ap determined is
considerably less than that found in previous mixtures using Set 1. The trend of
increasing Ap as an effect of halo-substitution is I<Br<Cl<F<H, confirming that the

variability in Ap is dependaent on the polarizability of the solvent.

The effect of dielectric enrichment of NR in iodobenzene/AcN mixtures can be seen
in Figure 4-8(b). It can be seen that there is considerably more DE occurring in this
mixture than the other substituted benzene systems. However in Figure 4-8(c), which
shows the DE of Betaine 30 in iodobenzene/AcN mixtures, solvation of Betaine 30 is also

of non-ideality. The combination of DE occurring to both solvent shells of NR and
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Figure 4-8: Plots corresponding to NR in acetonitrile/iodobenzene binary mixtures:
(a) solvatochromic plot of Stokes shift vs. solvent polarity parameter EY. m Setland ¢
Set 2, (b) Plot of Stokes shift vs. mole fraction of acetonitrile for: ® Set 1 and # Set 2,

(c) Plot of the solvent polarity parameter EY vs. mole fraction of acetonitrile.
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Betaine 30 may be the reason for the poorer correlation (r’=0.9208) in the

solvatochromic plot of Set 1.

For Set 2, the line of best fit has a slope of 1875.8 and the change in dipole moment
was 2.65D * 0789 D. What is striking is that the calculated Ap for Set 2 is larger than the
Ay for Set 1, which was not the case for any other solvent mixture. The DE occurred for
Nile Red in a way that did not occur for all other solvent systems. in Figure 4-8(b), it can
be seen that the plot of Stokes shift against xan produced a non-linear plot with
upwards curvature. This upwards curvature is indicative that the local xacy NR is smaller
than the bulk yac, meaning NR has a greater affinity for iodobenzene over acetonitrile.
However, as seen in Figure 4-8(c), the local xacn around the solvent shell of Betaine 30
remains larger than the bulk Xacv, and the resulting solvatochromic plot of the Stokes

shift vs. EY has an upwards point of inflection.

4.4 Conclusions

Plotting of the Stokes shift of NR against the solvent polarity parameter ENwere
successful; however the presence of two absorption maxima required that two sets of
Stokes shift be plotted agains;t solvent polarity. The two sets of Stokes shifts (Set 1 and
Set 2) were found to yield different values for the Ap of NR (A summary is given in Table
4-1). For Set 1, the variability of Ap was found to follow the polarizability of the}
halobenzene solvent, in agreement with Kawski’s caution that a polarizable solvent will
affect Ap. For Set 2, the variability in Ay was dependent on the polarity range for which
NR was investigated, which is related to the non-zero polarizability of NR. It also agrees

with the cautions put forth by Kawski. However, the Ap values of NR in polarizable
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binary mixtures remain in good agreement with Kawski’s values and our theoretical
study, thus their impact is minimal.?>**7 Although, the usage of the absorption peak
that red-shifted (Set 2) appeared to be the more logical one to pair with the emission
peak since both red-shifted with increasing solvent polarity, it was found there was no
linear plot of using Set 2 in AcN/EtOAc binary mixtures and thus was not reliable.
However, the absorption peak correspondjng to Set 1 was a stationary peak (solvent
insensitive) and was found to reliably produce a linear plot in all solvent mixtures. The
average values of the Ap obtained from Set 1 and Set 2 (AcN/EtOAc excluded because of
poor correlation) was found to be 2.81 D+0.96 Dand 2.38 D+ 0.76 D respectively. Set 1
was found to be in good agreement with the Ap of Kawski and co-workers, who report a
Ap of 2.35 D when using an Onsager cavity radius of 5 A for NR. We chose not to report
a Ap that is an average from Set 1 and 2, because there was insufficient evidence to
suggest that they come from the same electronic band. One set of Stokes shifts may
involve an excitation to an excited state surface from which the emission does not take

place.
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Table 4-1: Change in dipole moments for Sets 1 and 2 in Acetonitrile/co-solvent binary
mixtures. The slopes, y-intercepts and correlation coefficients (r?) of the line of best fit

for the plot Stokes shift vs. E¥ also are tabulated.

Co-solvent Set (slope) | y-intercept r’ Ap (D)*
Ethyl acetate 1T 2241.7 1538.7 0.9842 | 2.90+1.27
2 205.17 | 1708.7 |0.0729'|0.88+0.74
Benzene 1 2790.4 1340 0.9732 | 3.241£0.94
2 1673.8 998.4 0.9474 | 2.51+0.81
Fluorobenzene 1 2358.7 1537.8 0.9641 | 2.98%£0.92
2 1144.5 1237.2 0.9485 | 2.07+0.71
Chlorobenzene 1 2164.1 1619.5 0.9549 | 2.85+0.94
2 1359.6 1126.8 0.9864 | 2.26+0.54
Bromobenzene 1 1820.1 1779.7 0.9701 | 2.62+0.78
2 1551.7 1025.3 0.9681 | 2.41+0.73
lodobenzene 1 1450.4 1980 0.9208 | 2.33+0.89
2 1875.8 856.3 0.9198 | 2.65%1.02

*Error determined from the standard deviation of the slope of the regression line.

t .
non-linear plot
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Chapter 5

Predicting Solvent Polarity by use of TD-DFT: Betaine 30
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5.1 Introduction

Betaine 30 (4-[2,4,6-tri(phenyl)pyridinium-1-yl]-2,6-di(phenyl)phenolate) is a dye
that possesses a solvent polarity sensitive UV/VIS absorption spectrum. The So=>S;
absorption is a n*€mn transition accompanied by a large charge transfer from the
phenolate ring to the pyridinium moiety (Figure 5-1). This large charge transfer has been
extensively studied™ and the difference between the ground (15 D) and excited state (-
6 D) dipole moments is the reason for its sensitivity towards solvent polarity.S With a
change in dipole of 9 D, it has been found useful in the characterization of solvent
polarity. This has led to the popular E¥ solvent polarity scale, which is derived from the

transition energy of the dye in solution.® Since originally employed as a polarity scale,

3,78 9, 10

Betaine 30 has been used to characterize the polarity of alcohols, ionic liquids

and polymer solids.*> *2

R R

AT T T,

Figure 5-1: Zwitterionic structures of solvent polarity probes Betaine 30 (R=H)

and Betaine 45 (R=tert-butyl) before and after excitation.
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The EY solvent polarity parameter is dimensionless and is obtained from the
transition energy of Betaine 30. The molar transition energy Er(30) of Betaine 30 in

kcal/mol is given by equation 5-1:

Er(30) = hcN,¥ = 28591 —

(5-1)

max

where h is Planck’s constant, c is the speed of light, N, is Avogadro’s number, and ¥ is

the wavenumber of the transition for Betaine 30 in cm™.

Er(30) values are then normalized, following equation (5-2), so that

tetramethylsilane (TMS) is O (least polar) and water is 1 (most polar):

EN — [ET(30)so1vent—ET(30)TMs]
T 7 [Er(30)water—ET(30)TMms]

(5-2)

Since Betaine 30 is not soluble in all solvents, Betaine 45, a tert-butyl substituted
derivative, is used to obtain secondary Er(30) values for more non-polar solvents. A
conversion of Er(45) to Ef(30) was formulated from a correlation equation (r’=0.999)

using 16 solvents that can solvate both betaine dyes."?
Et(30) = (E1(45) - 1.808)/0.9424 (5-3)

Although Betaine 30 has been well studied since its synthesis and in its
application as a solvent polarity scale, theoretical investigations reported are limited to
lower levels of theory (semi-empirical) or smaller derivatives (without peripheral phenyl
groups) due to its size (72 atoms). The most recent study was done in 2007 by

Bartkowiak et al., who conducted a HF and MP2 study of Pyridinium-N-Phenolates (a
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small fragment of Betaine 30) to study the effects of the inclusion of electron correlation
on the geometries of para-, meta- and ortho- isomers.’* In 2006 Mennucci et al.
conducted a semi-empirical ZINDO-PCM study of Betaine 30 in several solvents, both
non-polar and polar.”® Their study showed that by changing the scaling factor (ao), a
parameter which dictates the radius of oxygen atom for making the solute cavity,
helped attain absdrption energies closer to experimental. In 2001, Jasien and Weber
reported a CIS study of the solvent effects on the absorption spectra of Betaine 30.'°
Their work optimized structures at the HF level of theory in addition to using the
Onsager cavity model of solvation. In 1999, Maroncelli and Mente explored the basis of
the E{(30) by Monte Carlo simulations of Betaine 30 in 12 solvents using a rigid all-atom

model optimized with AM1."

This communication explores the basis of the E;(30) scale, however using Density
Functional Theory (DFT) for geometry optimization and Time-Dependent Density
Functional Theory (TD-DFT) for the assessment of absorption energies, which to our
knowledge has not yet been done. A correlation plot of Experimental vs. Theoretical
EY is presented, for the purpose of generating secondary Ef values from

computational methods.
5.2 Methods

All calculations were carried out using the Gaussian 09 program.18 Betaine 30
and Betaine 45 were optimized using Density Functional Theory (DFT) in the gas phase

and in solution using the Polarizable Continuum Model (PCM). The hybrid DFT functional
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1** combined

used throughout this paper was the Becke 3-parameter exchange functiona
with the Lee Yang and Parr correlation functional.”® A split valence 6-31+G(d) basis set
waé used, with polarization and diffuse functions added to allow for asymmetry and a
better description of electron density far away from the nuclei.”’ Time Dependent-
Density Functional Theory using the B3LYP functional (referred to throughout as TD-

B3LYP) was employed for absorption energies using B3LYP optimized ground state

geometries.

The Polarized Continuum Model (PCM) was used to simulate non-specific
solvation of Betaine 30 and Betaine 45.% The solute cavity was created as a sum of the
interlocking UFF radii with a default scaling factor of 1.1. Since this model only accounts
for the electrostatic interaction between the solvent and solute molecules, explicit
solvation also was included for highly coordinating solvents like water and alcohols. The
explicit solvation was carried out by coordinating one solvent molecule to the phenolate
oxygen in the Betaine 30 molecule. In the case of water, the coordination of one or two
water molecules was investigated. The second water molecule while initially
coordinated directly to the Betaine 30 molecule, optimized to the hind side of the first

water molecule in a chain like fashion (Figure 5-2, structure D).
5.3 Results and Discussion

The geometry optimizations of Betaine 30 at the B3LYP/6-31+G(d) level of theory
was successful at reproducing the geometries in the past literature. For the gas phase

geometry, the twist angle between the pyridinium and phenolate rings was 55.4° (not
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shown), which is comparable to that found in the works of Caricato et al.'> and Mente et
al.,'” who reported twist angles of 49° and 48° respectively. Our value is likely larger
because of the higher level of theory (DFT), since our previous work on the
solvatochromic dye Nile Red had also showed a larger twist angle for B3LYP/6-31+G(d)
than with HF/6-31+G(d).?* Optimized Betaine 30 geometries with one molecule of
ethanol, methanol and water coordinated to the phenoxide oxygen are shown in Figure
5-2 and have oxygen-oxygen distances of 2.72 A, 2.71 A and 2.70 A respectively. Also
shown in Figure 5-2 is the optimized structure of Betaine 30 with two water molecules
and the water oxygen-phenoxide oxygen distance becomes 2.65 A. These oxygen-
oxygen distances are very similar to literature values. The ethanol, methanol and water
oxygen-oxygen distances are in agreement with the HF/3-21G optimized structures
reported by Jasien and Weber, who reported the same values of 2.65 A, 2.66 A and 2.72
A respectively.16 An experimental x-ray crystal structure value for the ethanol oxygen-
phenolate oxygen bond distance was reported as 2.71 A, which is different by only

0.01A.%

The absorption spectrum of Betaine 30 was found to be a HOMO->LUMO
transition in all cases. Figure 5-3 shows the general blue shift occurring as an effect of
the solvent polarity. The absorption band is broad and homogeneous, resembling that

of experiment.
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Figure 5-2: B3LYP/6-31+G(d) optimized structures of Betaine 30 with solvent molecules
coordinated to the phenolate oxygen. (a) Methanol (b) Ethanol (c) Water (d) Two waters

coordinated in a chain.
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Figure 5-3: Absorption spectra of uncoordinated Betaine 30 in Tetramethylsilane (Blue),

Diethyl ether (red) and Water (green).
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Table 5-1: Experimental and theoretical values of A, and E{" for Betaine 30 and

Betaine 45 (in brackets)

Experimental® rB3LYP/6-31G+(d)
b Amax N Amax N LOBF ETN LOBF ETN
Solvent ( ) /nm Er /nm Er (d) (e)

Tetramethylsilane [1054°] | 0.000 | 891 [920°]| 0.000 0.029 -0.012
Heptane [1040°] | 0.012 | 891 [920°] | -0.001 0.018 -0.012
Cyclohexane [1047°] | 0.006 | 895 [920°] | -0.001 0.029 -0.012
Benzene 834 0.111 899 0.059 0.023 0.054
Toluene 843 0.099 893 0.078 0.008 0.039
Diethyl Ether 829 0.117 856 0.191 0.126 0.151
Nitromethane 618 0.481 745 0.598 0.244 0.262
Acetone 647 0.417 762 0.528 0.283 0.299
Tetrahydrofuran 764 0.207 817 0.321 0.498 0.502
Dimethyl Formamide 662 0.386 744 0.602 0.431 0.439
Dichloromethane 702 0.309 805 0.363 0.510 0.513
Acetonitrile 627 0.460 745 0.598 0.495 0.499
Dimethyl Sulfoxide 634 0.444 741 0.615 0.495 0.499

Ethanol 551 0.654 755 0.556 - -

Methanol 516 0.762 747 0.590 - -

Water 453 1.000 732 0.655 - -

Water (1) 453 1.000 677 0.913 - -
Ethanol (1) 551 0.654 699 0.804 0.682 0.675
Methanol (1) 516 0.762 687 0.863 0.735 0.725
Water (2) 453 1.000 660 1.000 0.861 0.844

*Experimental values were obtained from “Solvent and Solvent Effects in Organic

Chemistry” by Christian Reichardt.

PBecause of the poor solubility of Betaine 30 in non-polar solvents, tert-butyl

substituted Betaine 45 was used [reported in square brackets] and Ex(45) was converted
to Ex(30) by equation (5-2).

“Values in (round brackets) correspond to the number of explicit solvent molecules

coordinated to the Betaine-30 molecule.

d EY parameters using the line of best fit equation without using Betaine 45 to obtain

the ET(30) values in Tetramethylsilane, cyclohexane and heptane.

€ E¥ parameters using the line of best fit equation by converting TD-DFT Betaine 45

values to obtain the ET(30) values in Tetramethylsilane, cyclohexane and heptane.
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Table 5-1 presents the TD-B3LYP absorption maxima of Betaine 30 and Betaine
45 in solvents simulated with the PCM model along with the experimental results of
Betaine 30 reported by Reichardt.® Since the overall goal was to develop a technique for
determining EY for any solvent, the anchor points E(TMS) and Er(Water) are -discussed
first. The E¢(30) for TMS was found to be 32.1 kcal/mol, which is only 1.4 kcal/mol more
than experimental. The value is also higher in energy than the E+(30) values for Betaine
30 in heptane and cyclohexane Which are 32.1 kcal/mol and 32.0 kcal/mol, respectively,
and contrary to experiment. The discrepancy in order between theory and experiment
for these E{(30) values is likely because the PCM model poorly accounts for weak
dispersion interactions that dominate non-polar solvent systems. The experimental
values reported by Reichardt were determined using Betaine 45 because in normal
experimental conditions, Betaine 30 is insoluble in these solvents. For the E;(30) of
water, the discrepancy between theory and experiment is considerably larger. The
theoretical value for Er(30) water is 20.9 kcal/mol less than the experimental value of
63.1 kcal/mol. This large difference is most likely due to the hydrogen-bonding nature of

water.

For the Betaine in the other solvents, absorption energies were generally
underestimated in energy. The transition energy of Benzene was underestimated by
2.5kcal/mol, and this underestimation increases with polarity (6.5kcal/mol in DMSO).
This poor estimation of energy may be because TD-DFT poorly describes excitations
involving charge transfer,” however the use of hybrid functionals ’ean sufficiently

control the charge-transfer dilemma.?®
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To improve the values of Ex(TMS), the indirect calculation (equation 5-3) of
Er(30) for TMS, heptane and cyclohexane was performed from the TD-DFT energies of
Betaine 45. The indirect E{30) was found to be a 1.0kcal/mol less in energy from
directly obtaining ‘ET(3~0) from the TDDFT of Betaine 30, and only 0.4kcal/mol more than
the experimental value. For the improvement of protic solvents water, methanol and
ethanol, coordination of explicit solvent molecules to the phenoxide improved the
Er(30) values by 3-3.3kcal/mol. A second water coordinated to first (in a chain) was
found to further improve the E1(30) of water by another 0.75kcal/mol. However, the
discrepancy between experimental E;(30) and theoretical Er(30) was still quite
substantial, ranging from 11.0kca|/m§| (EtOH) to 19.8kcal/mol (water). It has been well
known that the phenolate oxygen is capable of behaving as a hydrogen bonding
acceptor. Menucci et al. improved absorption maxima by adjusting the scaling factor of

the phenolate oxygen™ according to the five classes of solvents by Kamlet and Taft.”

Several lines of best fit from the plot Experimental E¥ vs. Theoretical E¥ were
obtained and tabled in Table 5-2, since all combinations of including/excluding Betaine
45 and including/excluding explicit solvation was examined such that the best
regression (r?) could be found. The visualization all possible plots can be seen in Figure
5-4. In Figure 5-4, the blue markers represent the most current values of theoretical EY
with the addition of explicit solvent molecules to improve the linear relationship, while
the non-blue colored markers do not contribute to the line of best fit but are there for
comparison. Without any impr;)vements, the line of best fit would be y=0.603x + 0.304

with an r? of 0.765. The first improvement proposed earlier was to calculate the E(30)
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values from the TD-DFT energies of Betaine 45, and then converting it using equation 5-
3. However, it can be seen that including this correction only improves the r? slightly in
the range of -0.001 to 0.004. This would indicate that it is not crucial to use TD-DFT
energies of Betaine 45 to obtain accurate values of E¥ for non-polar solvents. For this

reason, only lines of best fit that did not use Betaine 45 will be discussed further.

Table 5-2: Equations of lines of best fit with their respective r* coefficient for all
combinations of including/excluding Betaine 45 and including/excluding explicit

solvation for the plot of Experimental EY vs. Theoretical EY.

Without Explicit Alcohol Coordination
Without Betaine 45 With Betaine 45
No Explicit | 1 Explicit | 2 Explicit | No Explicit | 1 Explicit | 2 Explicit
water Water Water water Water Water
slope 0.603 0.840 0.896 0.637 0.861 0.917
intercept 0.034 0.031 0.036 -0.009 -0.013 -0.007
r? 0.765 0.867 0.881 0.766 0.867 0.883

With Explicit Alcohol Coordination
Without Betaine 45 With Betaine 45
No Explicit | 1 Explicit | 2 Explicit | No Explicit | 1 Explicit | 2 Explicit
water Water Water water Water Water
- slope 0.530 0.767 0.832 0.570 0.795 0.856
intercept 0.041 0.027 0.029 0.000 -0.014 -0.012
r2 0.812 0.932 0.954 0.816 0.931 0.954
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Figure 5-4: E¥ _values obtained with explicit solvation;' the E7(30)water
corresponding to Betaine 30 with two coordinating water molecules was used to for
equation (5-2) ; the red markers signify E¥ values for ethanol, methanol and water
~ without coordinating any explicit solvent molecule to the solute. The green marker
signifies the E;" value which corresponds to a single water molecule coordinating the
Betaine 30 molecule. The E1(30) values of TMS, heptane and cyclohexane were obtained
indirectly from the TD-DFT energies of Betaine 45. The orange markers signify the E1(30)

values of TMS, heptane and cyclohexane directly calculated from the TD-DFT energies of

Betaine 30.
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The inclusion of explicit solvent molecules improved the r* coefficient
dramatically. Without explicitly solvating the alcohols MeOH and EtOH, the inclusion of
one explicit water molécule improved the r? coefficient from 0.765 to 0.867. A second
water molecule improved the r* slightly more to r’=0.881. The majority of the remaining
error is due to having not accounting for the hydrogen-bonding that takes place in the
alcohols MeOH and EtOH. With the inclusion of explicit solvation for these two solvents,

the r? is considerably better with a value of 0.954 for the equation is E¥Experimemal =

(0.832) EY 1y oo reticas + 0-029.

5.4 Conclusions

The TD-B3LYP study of Betaine 30 was successful at predicting the trend in blue
shift as a function of solvent polarity with and without the inclusion of explicit solvation.
Although the blue shift was smaller in magnitude than that of experiment, a conversion
plot was made with decent correlation. Initially, the line of best fit had a modest
correlation coefficient of r?=0.7556, and the inclusion of using both TD-DFT Betaine 45
energy values for non-polar solvents and explicit solvation was explored. Using Betaine
45 improved the Er(30) values for TMS, Heptane and cyclohexane to with 0.3kcal/mol of
their experimental values, however they did not improve the r® coefficient for the
conversion plot of Experimental vs. Theoretical E»’}‘. Coordinating explicit solvent
molecules to the phenoxide oxygen of Betaine 30 improved the E1(30) values from 3-
3.3kcal/mol closer to their respective experimental values, but the explicit solvation

allowed for a conversion plot with very good correlation to be made ( E¥Experimental =
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(0.832) E¥Theoretical +0.029, r’=0.954). Rationally changing the scaling factor on the

phenoxide oxygen may help attain better values for the non-protic, polarizable solvents
such as benzene, toluene and acetonitrile in which non-electrostatic interactions

(dispersion) may play a large role around the non-polar regions of Betaine 30.
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Chapter 6

What are the origins of dual fluorescence?

A comparative study of DMABN, ABN, DMABE and DMABFE
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6.1 Introduction

Anomalous  dual fluorescence was first observed in  4-(N, N)
dimethylaminobenzonitrile (DMABN) by Lippert in 1959.% It is dubbed anémalous since
it breaks Kasha’s rule? that only one fluorescence band will be observed because all
excitations should relax and fluoresce from the lowest lying singlet excited state.
However, DMABN was found to have two emission bands, one a broad and more red-
shifted peak was dubbed the L, band (for anomaloﬁs) while the normal fluorescence
band was dubbed the Lgband. The L, band is solvent polarity sensitive due to its charge-
transfer (CT) nature and becomes predominant in more polar media such as
acetonitrile. Lippert’s initial proposal was that fluorescence occurred from two excited
state surfaces (La and Lg) and that the L, band became the lowest lying excited state in
the more polar solvent.! However, when other CT molecules also were found to possess
dual emission bands, unexplainable exceptions were found and a new model was
necessary.>*

Numerous models to explain the dual fluorescence of DMABN have been put forth
in the literature. These include excimer formation,” solute-solvent exciplex formation,6 a
solvent-induced pseudo-Jahn-Teller mechanism,” and intramolecular charge transfer

81% The latter was found to be in better

accompanied by a large geometry change.
agreement with observation, but what the actual geometric change associated with the
intramolecular charge transfer (ICT) is still being debated. Rehybridrization of the

acceptor (RICT), pyramidalization of the donor (WICT), planarization of the donor (PICT)

and twisting of the donor (TICT) are all models.** However, the TICT model has been the
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most robust model, with a few molecules in favor of the PICT model®. Recently, the

1817 and theoretical techniques®® have allowed

development of improved spectroscopic
new findings regarding the nature of the excited state of DMABN. Another interesting
observation is that DMABN possesses two fluorescence bands®® while the isoelectronic
analog DMABE (4-dimethylamino benzoethyne) and the non-methyl substituted ABN (4-
aminobenzonitrile) do not. it has been attributed in the literature to the CT excited state
of these similar molecules by much higher in energy than the lowest lying excited state,
thus resulting in only one fluorescence band.?® This lowest lying excited state has been
characterized as having an excited state dipole moment close in magnitude to the
ground state and has been named the local excited state (LE state). Nile Red, a Iase’r_ dye
with a diethyl amino donor moiety, has also been reported to exhibit dual fluorescence
in non-polar alkanes and water-ethanol binary mixtures,>** but only one emission band
is observed between the two extremes of solvent polarity.

Rappoport and Furche have reported the nature of the LE and ICT excited states in
DMABN using TD-DFT excited state geometry optimization.’® They confirmed that the
ICT state was a minimum at a twist angle (between dimethylamino and benzene ring
groups) of 90°. However, the nature of the LE state was also interesting. The LE state
was found to have 2 minima at twist angles of 33" and 90° with an energy barrier
between the two of only 0.09 eV, which has never been reported previously. They
reported the energy barrier to be less than the accuracy of the method, and so

characterizing the geometry of the LE state to have antiquinoidal character remains

uncertain. A later report criticized the excited state surfaces reported by Rappoport and
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Furche, suggesting that the energy is highly underestimated when twisting the
dimefhylamino group, since the surfaces collapse toward the ground state with
decreasing orbital overlap between the donor and acceptor moieties.”®>  Lim and
coworkers have recently suggested a no*-mediated ICT mechanism for the emission of
DMABN in a spectroscopic study, in which they report a third excited state which

corresponds to the promotion of an electron from the aromatic n-system to a o* orbital

7

localized on the accepting nitrile group.!

Figure 6-1: Molecular Structures of four donor-acceptor molecules, 4-
Dimethylaminobenzonitrile (DMABN), 4-aminobenzonitrile (ABN), 4-
dimethylaminobenzoacetylene (DMABA) and 4-dimethylaminobenzofluoroacetylene

(DMABFA).

We carry out a TD-DFT study on the nature of the transitions for the first three

transitions of the donor-acceptor molecules (Figure 6-1) DMABN, ABN, DMABE and
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DMABFE (4-dimethylamino benzofluoroethyne and compare them. In addition, we
follow the same technique of monitoring the change in excitation energy as a
consequence of solvent polarity and solvent-induced geometry change that we have
employed in our previous work on Nile Red.? Finally, since our motive for this
investigation was to gain insight regarding the excited states of Nile Red, we compare
the nature of these transitions to those found for Nile Red in our previous work.
6.2 Methods

Calculations were carried out using the Gaussian 09 program.” Gas phase optimized
geometries were first obtained using Density Functional Theory. The hybrid density
functional used throughout this paper was the Becke-3 parameter exchange functional®®
with the Lee yang and Parr correlation functional.”’ A split valence 6-31+G(d) basis set
was used and appeared to be an adequate size of basis set.” The polarization and
diffuse functions were added to allow for more asymmetry and a better description of
the electron density far from the nuclei. A larger split valence triple-zeta 6-311++G(d,p)
basis set has also been used but the results were not included since the change in the
excitation energies was minimal and no difference in the types of transitions were
observed.

The excitation energies of DMABN, DMABE, ABN and FDMABE (p-
(N,N)Dimethylamino benzofluoroethyne) were determined using Time-Dependent
Density functional theory (TD-DFT). These four molecules were chosen to study the

effects of substitution on the transition types. The functional used was the same as that

used for the geometry optimizations (TD-B3LYP) along with the same basis set to ensure
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a vertical transition was obtained. TD-DFT excitations were also carried out using
acetonitrile and cyclohexane from the gas phase geometries to determine the change in
excitation energy as an effect of solvent polarity. Similarly, gas phase TD-B3LYP energy
calculations from the optimized geometries of cyclohexane and acetonitrile were
obtained to isolate the effect of geometry change on the excitation energy. The
excitation energies of Nile red were taken from our previous study and are used to
evaluate the similarities of Nile red to DMABN.*
6.3 Results and Discussion
6.3.1 DMABN
The important geometrical parameters namely donor-phenyl bond length (C6-

N13), phenyl-acceptor bond length (C3-C11), the twist angle and pyramidalization are
reported for DMABN in Table 6-1(a). The twist angle and pyramidalization were both
defined arbitrarily, where the twist angle is the average of the dihedrals
D(Cl,CG,N13,C14) and D(C5,C6,N13,C18) and pyramidalization is 180 minus the dihedral
D(C6,N13,C14,C18). These geometries were selected to see whether any subtle changes
in ground state geometry could be the reason for the large difference in emission
spectra of DMABN.

The C6-N13 bond length for DMABN was found to be 1.378 A, 1.373 Aand 1.369 A in
the gas phase, cyclohexane and acetonitrile respectively. These values along with the
C3-C11 bond lengths, twist angles and pyramidalizations are the same as those reported

in the work by Scalmani and coworkers.? For this reason these geometries will not be
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discussed except in relation to the other three molecules ABN, DMABE and DMABFE

which have not been reported at the B3LYP/6-31+G(d) level.

Table 6-1: Important Geometry descriptors in the gas phase, cyclohexane and

acetonitrile for 4-dimethylaminobenzonitrile (DMABN), 4-aminobenzonitrile (ABN), 4-

dimethylamino benzoethyne (DMABE) and 4-dimethylamino benzofluoroethyne
(DMABFE)
(DMABN)

Geometry descriptor Gas Phase Cyclohexane Acetonitrile
C6-N13 /A 1.378 1.373 1.368
C3-C11/A 1.430 1.428 1.425

Pyramidalization” 7.1 0.2 0.2
Twist Angle” 0.0 0.0 0.0
(ABN)

Geometry descriptor Gas Phase Cyclohexane Acetonitrile
C6-N13 /A 1.387 1.383 1.378
C3-C11/A 1.431 1.429 1.426 -

Pyramidalization” 39.0 37.9 36.8
Twist Angle’ 0.0 0.0 0.0
(DMABE) ‘

Geometry descriptor Gas Phase Cyclohexane Acetonitrile
C6-N13 /A 1.388 1.385 1.381
C3-C11/A 1.428 1.428 1.428

Pyramidalization” 19.2 17.5 15.1
Twist Angle’ 0.1 0.1 0.0
(DMABFE)

Geometry descriptor Gas Phase Cyclohexane Acetonitrile
C6-N13 /A 1.388 1.385 1.381
C3-C11/A 1.431 1.432 1.432

Pyramidalization” 20.1 19.1 17.7
Twist AngIeJr 0.0 0.1 0.0

’ Pyramidalization is defined as the 180 - dihedral D(C6,N13,C14,C18) for DMABN and
ABN, and 180 - dihedral D(C6,N12,C14,C18) for DMABE and DMABFE

"Twist angle is defined as the average of the dihedrals D(C1,C6,N13,C14) and
D(C5,C6,N13,C18) for DMABN, D(C1,C6,N13,H15) and D(C5,C6,N13,H14) for ABN, and
(C1,C6,N12,C13) and D(C5,C6,N12,C17) for DMABE and DMABFE.
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Figure 6-2: Molecular orbitals and energies for -Dimethylaminobenzonitrile (DMABN), 4-

aminobenzonitrile  (ABN), 4-dimethylaminobenzoacetylene (DMABA) and 4-

dimethylaminobenzofluoroacetylene (DMABFA). Four molecular orbitals of NR are

included for comparison.
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The vertical TD-B3LYP excitation energies of DMABN are reported in Table 6-2(a)
while the visualization of the gas ph'ase molecular orbitals and their respective energies
are shown in Figure 6-2. In the gas phase, it can be seen that the first transition of
DMABN corresponds to an excitation of mixed nature at 280 nm. The transition is a
combination of a HOMO-1->LUMO and a HOMO->LUMO+1. In Figure 6-2, the HOMO-1
and HOMO are similar in appearance to the m3 and m, ey, bonding MOs of benzene,
respectively. Since the HOMO (m, e;,) can interact with the substituents while the
HOMO-1 (m3 ey) cannot, it is no longer degenerate. The LUMO and LUMO+1 are similar
to the s and ms ey, orbitals of benzene and also are no longer degenerate because the
LUMO can interact with substituents whilé the the LUMO+1 is isolated.®* The energies
are in agreement with the work of Foresman and co-workers, who reported the lowest
energy excitation corresponding to a HOMO—->LUMO+1 transition at TD-B3LYP/6-
31+G(d)//B3LYP/6-31G+(d) level of theory.? This level of theory is identical to our work,
however we extend their results to ABN, DMABE and DMABFE in later sections which
have not yet been reported. They assign this transition as the promotion to the excited
state surface corresponding to the locally excited (LE) state since it possesses an
oscillator strength of 0.03 and little change in excitation maxima as a result of solvent.
The oscillator strength reported here is also in agreement with their value of 0.03. The
second excitation in the gas phase is at 268 nm and corresponds to a HOMO—>LUMO
transition. The oscillator strength is large (0.70) and has been éssigned as the transition
corresponding to a promotion to the CT excited state surface. The third excitation

corresponds to a HOMO->LUMO and HOMO->LUMO+2 transitions, but is not discussed
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in detail since it lies much higher in energy than the first two. Upon solvation to the
more polar solvent acetonitrile, it was found that CT state becomes the lower lying
excited state. It has been rationalized in the past by Foresman and co-workers that this
is an explanation as to why CT fluorescence band becomes the more predominant band
in polar solvents. It is now lower in energy than the LE excited state.?

The non-vertical excitations of DMABN are reported in Table 6-1(b). From the gas
phase geometry, the first excitation corresponding to a HOMO-12>LUMO and
HOMO->LUMO+1 transition of DMABN in cyclohexane and acetonitrile was found to be
283 nm and 285 nm respectively. The vertical excitation in the gas phase was 280 nm,
and thus a solvent shift of 5 nm is observed. The HOMO—>LUMO excitation (ICT) was
found to have a red-shift from 268 nm to 285 nm (17 nm difference). This implies that
the majority of thé red-shift in the absorption spectra of DMABN is due to solvent
polarity on the excitation process and not geometry change. This is confirmed with the
results of the non-vertical TD-B3LYP gas phase excitation of DMABN from the
acetonitrile optimized geometry. The difference between the vertical gas phase
excitation and the gas phase excitation using the acetonitrile geometry is only 1 nm for
the LE state and no observed change for the CT state. This is similar to what we found
for Nile Red (NR). Our recent work on NR was successful at showing that most of the
red-shift in its first excitation was due to the effect solvent polarity on the excitation

process, rather than a red shift as a consequence of solvent induced geometry change.?
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Table 6-2: (a) Nature of the three lowest energy transitions (vertical) of 4-
dimethylaminobenzonitrile (DMABN) in the gas phase, cyclohexane and acetonitrile. (b)
Nature of three non vertical transitions of DMABN: excitations in cyclohexane from the

gas phase optimized geometry, in acetonitrile from gas phase optimized geometry, and

in the gas phase from the acetonitrile optimized geometry.

(a)

DMABN | A,../nm | f(osc. strength) Transition Character
Gas Phase
S0-->S1 280 0.0327 (LE) HOMO-1 to LUMO, HOMO to LUMO+1
$0-->52 268 0.5256 (CT) - HOMO-1 to LUMO+1, HOMO to LUMO, HOMO to
LUMO+2
S0-->S3 261 0.0386 HOMO to LUMO, HOMO to LUMO+2
Cyclohexane
S0-->S1 283 0.045 (LE) HOMO-1 to LUMO, HOMO to LUMO+1
S0-->S2 279 0.7003 (CT) HOMO to LUMO
S0-->S3 256 0.0259 HOMO to LUMO+2
Acetonitrile
S0-->S1 285 0.7054 (CT) HOMO to LUMO
S0-->52 285 0.0392 (LE) HOMO-1 to LUMO, HOMO to LUMO+1
S0-->S3 249 0.0234 HOMO to LUMO+2
(b)
DMABN Amax/nm | f (osc. strength) Transition Character
TD-B3LYP in cyclohexane, gas phase geometry
S0-->S1 283 0.0434 HOMO-1 to LUMO, HOMO to LUMO+1
S0-->S2 279 0.692 HOMO to LUMO
S0-->S3 255 0.0278 HOMO to LUMO+2
TD-B3LYP in acetonitrile, gas phase geometry
S0-->$1 285 0.0368 HOMO to LUMO
S0-->82 285 0.6892 HOMO-1 to LUMO, HOMO to LUMO+1
S0-->S3 248 0.0242 HOMO to LUMO+2
TD-B3LYP in gas phase, acetonitrile geometry
S0-->S1 281 0.0347 HOMO-1 to LUMO, HOMO to LUMO+1
S0-->82 268 0.5547 HOMO to LUMO, HOMO-1 to LUMO+1
S0-->83 263 0.0201 HOMO to LUMO+2
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Table 6-3: (a) Three lowest energy vertical transitions for Nile Red in the gas
phase, cyclohexane and acetonitrile. (b) Nature of three non vertical transitions of Nile
Red: excitations in cyclohexane from the gas phase optimized geometry, in acetonitrile
from gas phase optimized geometry, and in the gas phase from the acetonitrile

optimized geometry.

(a)

Nile Red Amax/NM f (osc. strength) Transition Character

» Gas Phase

S0-->S1 463 '0.7392 (CT) HOMO to LUMO

S0-->S2 426 0 HOMO-2 to LUMO, HOMO-2 to LUMO+1

S0-->S3 384 0.0032 HOMO-4 to LUMO, HOMO-1 to LUMO

Benzene

S0-->S1 502 0.9468 (CT) HOMO to LUMO

S0-->S2 409 0 HOMO-2 to LUMO, HOMO-2 to LUMO+1

S0-->S3 393 0.0016 HOMO-4 to LUMO, HOMO-1 to LUMO

Acetonitrile

S0-->S1 516 0.9332(CT) HOMO to LUMO

S0-->S2 403 0.008 HOMO-4 to LUMO, HOMO-1 to LUMO

S0-->S3 386 0 HOMO-2 to LUMO, HOMO-2 to LUMO+1
(b)

::: Amax/NM | f {osc. strength) Transition Character
TD-B3LYP in benzene, gas phase geometry
S0-->S1 464 0.6083 HOMO to LUMO
S0-->52 432 0.000 HOMO-2 to LUMO, HOMO-2 to LUMO+1
S0-->S3 386 0.0053 HOMO-4 to LUMO, HOMO-1 to LUMO
TD-B3LYP in acetonitrile, gas phase geometry
S0-->S51 468 0.6029 HOMO to LUMO
S0-->S2 444 0.000 HOMO-2 to LUMO, HOMO-2 to LUMO+1
S0-->S3 389 0.0114 HOMO-4 to LUMOQ, HOMO-1 to LUMO
TD-B3LYP in gas phase, acetonitrile geometry
S0-->S1 514 0.8891 HOMO to LUMO
‘ HOMO-4 to LUMO, HOMO-2 to LUMO, HOMO-1 to

S0-->S2 399 0.0164 LUMO
S0-->S3 389 0.000 HOMO-3 to LUMO, HOMO-3 to LUMO+1
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For Nile Red (Table 6-3(a)), the lowest energy excitation corresponds to a
HOMO->LUMO transition. The HOMO and LUMO are dissimilar from the HOMO and
LUMOs observed for the other four donor-acceptor molecules. This transition is of
charge transfer character, since the HOMO is localized on the left side of the molecule
while the LUMO is localized on the right side. This contrasts with DMABN, in which the
CT excited state was the second lowest surface and was capable of relaxing to the LE
state. The difference in gas phase excitation energy between the two transitions was
found to be 0.17 eV for DMABN. For Nile Red, the difference begins at 0.23 eV and
increases upon increasing solvent polarity. Yet, Nile Red has been reported to exhibit
dual fluorescence in non-polar solvents® and in water-methanol binary mixtures.** This
finding challenges the idea that dual fluorescence can be explained simply by a visual
description of the ground state molecular orbitals and their energies. Nile Red has only
one near lying virtual orbital (LUMO} in the gas phase and is of charge transfer character
so solvent polarity was found to stabilize it even more. This implies that only one
emission band should be visible, which contradicts experiment.

6.3.2 ABN

The ground state optimized geometries of ABN are reported in Table 6-1(b). The C6-
N13 and C3-C11 bond lengths in the gas phase were found to be 1.387 A and 1.431 A
respectively. These values are different by only 0.001 A from the bond lengths of
DMABN, which is within error. The twist angle of ABN was also similar to DMABN (0.0°),
however, the pyramidalization of the amino group was considerably greater. It was

found to be 39.0 in the gas phase and decreased slightly to 36.8 in acetonitrile.
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The vertical excitation energies of ABN are tabulated in Table 6-4(a), while the non-
vertical excitations of ABN are tabulated in 6-4(b). The first vertical excitation energies
of ABN in the gas phase, cyclohexane and acetonitrile were found to be 268 nm, 268 nm
and 269 nm respectively. The lowest energy excitations in gas phase, cyclohexane and
acetonitrile all possessed a low oscillator strength of 0.03 and involved the
transitionsHOMO-1->LUMO and HOMO->LUMO+1, making them similar to the LE
excitation for DMABN. The second transitions in gas phase, cyclohexane and acetonitrile
were found to have excitation energies of 254 nm, 262 nm and 266 nm respectively. The
transitions were a combination of HOMO-12>LUMO+1, HOMO-=>LUMO which is the
same as DMABN but the configuration HOMO-2>LUMO+2 was also found to contribute
to the transition. The LE excited state was found to be the lowest lying state in all
solvents and is the suggested explanation as to why only one emission band is observed

experimentally.®"*2

The excitation of ABN is dissimilar to that of Nile Red since its lowest
excitation energy corresponds to a promotion to the ICT excited state surface.

For the non-vertical transitions (Table 6-4(b)), ABN was found to have first excitation
energies of 269 nm and 268 nm in acetonitrile and cyclohexane respectively, using the
gas phase geometry. This is a minute difference of only 1 nm from the vertical
transition in the gas phase geometry, suggesting that this excited state is not sensitive
to solvent polarity. This is in agreement with experimental absorption spectra of ABN,
where only a little red-shift is observed upon increasing solvent polarity. The gas phase

TD-B3LYP excitation from the acetonitrile geometry was found to be 270nm, only 2 nm

more than the gas phase TD-B3LYP excitation energy. -

127



Table 6-4: (a) Nature of the three lowest energy vertical transitions of 4-
aminobenzonitrile (ABN) in the gas phase, cyclohexane and acetonitrile. (b) Nature of
three non vertical transitions of ABN: excitations in cyclohexane from the gas phase
optimized geometry, in acetonitrile from gas phase optimized geometry, and in the gas

phase from the acetonitrile optimized geometry.

(a)

ABN Amax/nm | f (osc. strength) Transition Character
Gas Phase
S0-->51 268 0.0201 (LE) HOMO-1 to LUMO, HOMO to LUMO+1
$0-->52 254 0.3375 (CT) HOMO-1 to LUMO+1, HOMO to LUMO, HOMO to
LUMO+2
S0-->S3 247 0.0796 HOMO to LUMO, HOMO to LUMO+2
Cyclohexane
S0-->S1 269 0.0282 (LE) HOMO-1 to LUMO, HOMO to LUMO+1
S0-->S2 262 0.561 (CT) HOMO to LUMO, HOMO-1 to LUMO+1
S0-->S3 241 0.0049 HOMO to LUMO+2
Acetonitrile
S0-->S1 269 0.0245 , HOMO-1 to LUMO, HOMO to LUMO+1
S0-->S2 266 0.5775 HOMO to LUMO, HOMO-1 to LUMO+1
S0-->S3 232 0.0001 HOMO to LUMO+2
(b)
ABN Amax/nm | f (osc. strength) Transition Character

TD-B3LYP in cyclohexane, gas phase geometry
S0-->S1 269 0.0272 HOMO-1 to LUMO, HOMO to LUMO+1
S0-->S2 261 0.5578 HOMO to LUMO, HOMO-1 to LUMO+1
S0-->S3 240 0.0049 HOMO to LUMO+2

TD-B3LYP in acetonitrile, gas phase geometry
S0-->81 268 0.0224 HOMO-1 to LUMO, HOMO to LUMO+1
S0-->S2 264 0.5681 HOMO to LUMO, HOMO-1 to LUMO+1
S0-->S3 230 0.0002 HOMO to LUMO+2, HOMO to LUMO+3

TD-B3LYP in gas phase, acetonitrile geometry
S0-->S1 270 0.0216 HOMO-1 to LUMO, HOMO to LUMO+1
$0-->S2 256 0.3214 HOMO to LUMO, HOMO-1 to LUMO+1, HOMO to

LUMO+2

S0-->S3 249 0.1027 HOMO to LUMO, HOMO to LUMO+2
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This implies that the LE state is insensitive to solvent polarity (the dipole moment is
similar to that of the ground state) and to solvent-induced geometry change. For the
second excitation, which possesses HOMO—>LUMO character along with two others
(HOMO-1->LUMO+1 and HOMO->LUMO+2), sensitivity to solvent polarity was
observed. ABN in cyclohexane and acetonitrile at the gas phase geometries were found
to have excitation maxima of 261 nm and 264 nm respectively. This shows a difference
of 10 nm red-shifted from the gas phase to acetonitrile. Solvent-induced geometry
change was observed to be minimal. However, the difference between the vertical gas
phase excitation of ABN (254 nm) to gas phase excitation in the acetonitrile geometry
(256 nm) was only 2 nm.
6.3.4 DMABE

The optimized ground state geometries are tabulated in Table 6-1(c). The C6-N13
and C3-C11 gas phase bond lengths were found to be 1.388 A and 1.428 A respectively.
Once again, these bond lengths are very close to those found for DMABN, being
different by only 0.002 A. The twist angle was 0.1%in the gas bhase and cycloﬁexane,
while in acetonitrile it was found to be 0.000, which is slightly different that found for
DMABN. Another interesting feature was the pyramidalization of DMABE which was
between that of DMABN and ABN. In the gas phase the pyramidalization was 19.2 and
slightly planarized to 15.1 in acetonitrile. The lowering of both twist angle and
pyramidalization in acetonitrile suggests that more overlap may be occurring between

the donor and phenyl group as solvent polarity is increased.
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The vertical excitation spectra of DMABE (4-dimethylamino benzoethyne) in the gas
phase, cyclohexane and acetonitrile are shown in Table 6-5(a) while the molecular
orbitals are visualized in Figure 6-2 along with their respective energies. The first
e*citation is of low oscillator strength (~0.03) which involve the HOMO-1->LUMO and
HOMO->LUMO+1 transitions, which is the same as for the LE excitations in DMABN and
ABN. The excitation energies in the gas phase, cyclohexane and acetonitrile are 286 nm,
290 nm and 293 nm respectively. This red-shift of 7 nm is significantly larger than those
found for DMABN and ABN (5 nm and 1 nm respectively). This is an interesting
observation since it is generally stated that the LE state possesses' a dipole moment
similar to the ground state. The second excitation which was of the HOMO—>LUMO
character was found to be sensitive to solvation. The excitation energies in the gas
phase, cyclohexane and acetonitrile were found to be 279 nm, 286 nm and 289 nm
respectively. The excitation to the CT surface never becomes lower in energy than the
LE excitation and again, is a possible explanation for the absence of dual fluorescence
for DMABE in both experimental and theoretical work.3**

The non-vertical transitions of DMABE are shown in table 6-5(b). Using the gas phase
optimized geometry, the first excitations energies of DMABE are 289 nm and 292 nm in
cyclohexane and acetonitrile respectively. The gas phase vertical excitation was 286nm,
and so a red-shift of 6 nm as a consequence of solvent polarity is observed. This is
similar to that of DMABN, where a 5 nm shift was observed as a consequence of solvent

polarity. The gas phase excitation from the acetonitrile optimized geometry of DMABE

was found to be 287nm, different from the vertical gas phase excitation by only 1 nm.
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Table 6-5: (a) Nature of the three lowest energy vertical transitions of 4-
dimethylaminobenzoethyne (DMABE) in the gas phase, cyclohexane and acetonitrile. (b)
Nature of three non vertical transitions of DMABE: excitations in cyclohexane from the
gas phase optimized geometry, in acetonitrile from gas phase optimized geometry, and

in the gas phase from the acetonitrile optimized geometry.

a)
DMABE Amax/nm f (osc. strength) Transition Character
Gas Phase
50-->S1 286 0.0333 (LE) HOMO-1 to LUMO, HOMO to LUMO+1
S0-->S2 279 0.3276 (CT) HOMO to LUMO, HOMO to LUMO+2
S0-->S3 272 ' 0.3026 HOMO to LUMO, HOMO to LUMO+2
. Cyclohexane A
S0-->51 290 0.0477 (LE) HOMO-1 to LUMO, HOMO to LUMO+1
S0-->S2 286 0.7397 (CT) HOMO to LUMO, HOMO to LUMO+2
S0-->S3 269 0.0543 HOMO to LUMO+2
' Acetonitrile
S0-->S1 293 0.0444 (LE) HOMO-1 to LUMO, HOMO to LUMO+1
S0-->S2 289 0.7487 (CT) HOMO to LUMO
S0-->S3 262 0.0328 _ HOMO to LUMO+2
(b) _
DMABE Ama/nm | f(osc. strength) Transition Character
TD-B3LYP in cyclohexane, gas phase geometry
S0-->S1 289 0.0465 HOMO-1 to LUMO, HOMO to LUMO+1
S0-->52 286 0.734 HOMO to LUMO, HOMO to LUMO+2
S0-->S3 268 0.0553 HOMO to LUMO+2
TD-B3LYP in acetonitrile, gas phase geometry
S0-->S1 292 0.0417 HOMO-1 to LUMO, HOMO to LUMO+1
S0-->S2 288 0.7337 HOMO to LUMO
S0-->S3 260 0.0348 HOMO to LUMO+2
TD-B3LYP in gas phase, acetonitrile geometry
S0-->S1 292 0.0417 HOMO-1 to LUMO, HOMO to LUMO+1
S0-->S2 288 0.7337 HOMO to LUMO
S0-->S3 260 0.0348 HOMO to LUMO+2
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This is similar to what was found DMABN and ABN, that the LE state is insensitive to
solvent-induced geometry change. The gas phase excitation of DMABE from the
acétonitrile geometry yielded an excitation maximum of 288 nm, which is only 2 nm
more than the gas phase vertical excitation. However, the second excitation of the
DMABE is somewhat sensitive to solvent polarity chance, since a red shift from 279 nm
(vertical gas phase excitation) to 286 nm was found.

6.3.5 DMABFE

The important geometrical features of DMABFE are tabulated in Table 6-1(d). The
C6-N13 bond length is the same as that of DMABE (1.388 A), while the C3-C11 bond
length is elongated by 0.003 A, due to the substitution of the fluorine atom at the end of
the ethyne moiety. The twist angles for DMABFE were 0.0° in gas phase and acetonitrile
and 0.10 for DMABFE in cyclohexane, which can be considered planar. However, the
pyramidalization on the amino group was found to be 20.1 in the gas phase, and 17.7 in
acetonitrile which is slightly more pyramidal than DMABE. It appears that
pyramidalization which was found to vary greatly from DMABN to DMABFE, does not
change the framewérk of the benzene ring.

The nature of the first three vertical excitations of DMABFE (4-dimethylamino
Benzofluoroethyne) is shown in Table 6-6(a) while visualization of the gas phase
molecular orbitals can be seen in Figure 6-2. The first excitation in the gas phase was of
HOMO-1->LUMO and HOMO->LUMO+1 character which are the same as that found in
the gas phase for DMABN, ABN and DMABE. The oscillator strength of the first

excitation is also low (0.04) and is LE state. The excitation energies for the first excitation
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Table 6-6 (a) Nature of the three lowest energy vertical transitions of 4-
dimethylamino benzofluoroethyne (DMABFE) in the gas phase, cyclohexane and
acetonitrile. (b) Nature of three non vertical transitions of DMABFE: excitations in
cyclohexane from the gas phase dptimized geometry, in acetonitrile from gas phase

optimized geometry, and in the gas phase from the acetonitrile optimized geometry.

(a)

DMABFE | Ana/nm | f (osc. strength) Transition Character
Gas Phase
S0-->S1 287 0.0353 HOMO-1 to LUMO, HOMO to LUMO+1
S0-->S2 278 0.0998 _ HOMO to LUMO, HOMO to LUMO+2
$0-->S3 266 0.4734 HOMO to LUMO, HOMO-1 to LUMO+2, HOMO to
_ LUMO+3
Cyclohexane
S0-->S1 290 0.0499 HOMO-1 to LUMO, HOMO to LUMO+1
50--552 278 0.5372 HOMO to LUMO, HOMO-1 to LUMO+2, HOMO to
LUMO+3
S0-->S3 270 0.1783 HOMO to LUMO, HOMO to LUMO+2
Acetonitrile
S0-->S1 294 0.0464 HOMO-1 to LUMO, HOMO to LUMO+1
§0-->S2 279 0.6509 HOMO to LUMO, HOMO-1 to LUMO+2, HOMO to
LUMO+3
S0-->S3 272 0.0422 HOMO to LUMO, HOMO to LUMO+2
(b)
DMABFE | A, /nm | f (osc. strength) Transition Character
TD-B3LYP in cyclohexane, gas phase geometry
S0-->S$1 290 0.0491 HOMO-1 to LUMO, HOMO to LUMO+1
§0--552 278 0.5466 HOMO to LUMO, HOMO to LUMO+2, HOMO to
LUMO+3
S0-->S3 269 0.1653 HOMO to LUMO, HOMO to LUMO+2
TD-B3LYP in acetonitrile, gas phase geometry
S0-->S1 293 0.0444 HOMO-1 to LUMO, HOMO to LUMO+1
50--552 278 0.6465 HOMO to LUMO, HOMO to LUMO+2, HOMO to
LUMO+3
S0-->S3 271 0.0372 HOMO to LUMO, HOMO to LUMO+2
TD-B3LYP in gas phase, acetonitrile geometry
S0-->51 288 0.0369 HOMO-1 to LUMO, HOMO to LUMO+1
S0-->S2 279 0.0751 HOMO to LUMO, HOMO to LUMO+2
$0-->S3 267 0.5045 HOMO-1 to LUMO+1, HOMO to LUMO, HOMO to
LUMO+2
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of DMABFE in gas phase, cyclohexane and acetonitrile are 287 nm, 290 nm and 294 nm
respectively. The second excitation possessed a large oscillator strength, and was found
to have excitation energies of 266 nm in the gas phase and 279 nm in acetonitrile,
making it sensitive to solvent polarity. The effect of substitution resulted in a blue shift
of 13 nm from DMABE to DMABFE in the gas phase. In acetonitrile, the second
excitation is 15 nm higher in energy than the excitation to the LE surface. To our
knowledge, the excitation and emission spectra of this fluorinated derivative of DMABE
have never been reported. Its study provides insight on the effect of having a stronger
acceptor group. It can be seen that a stronger acceptor group hinders dual fluorescence
since the LE state is the lowest lying excited state by a large margin and thus it is
predicted that this molecule would not show dual fluorescence.

The non-vertical transitions of DMABFE are shown in Table 6-6(b). It can be seen
that from the gas phase geometry, the first excitations of DMABFE in cyclohexane and
acetonitrile were found to be 290 nm and 293 nm respectively. This is a red shift of 6
nm from the vertical gas phase excitation, suggesting that the LE state of DMABFE is
slightly sensitive to solvent polarity. However, the second excitation (ICT) was less so, in
which the excitation energies in cyclohexane and acetonitrile were found both to be
278nm, identical to the gas phase vertical excitation energy. This is very different from
the molecules of DMABN, ABN and DMABE.since their excitations which possessed the
large oscillator strength all red-shifted as a consequence of solvent polarity. The fifst
excitation energy of DMABFE in the gas phase using the acetonitrile geometry was 288

nm, which corresponded to a transition to the LE state. It was different by only 1 nm
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from the gas phase vertical excitation. For the second excitation, the effect of solvent-
induced geometry change is also small, with a change of only 1 nm.
6.4 Conclusions

The use of LE and CT excited state surfaces works for the purpose of comparing and
explaining why dual fluorescence occurs for DMABN and not for ABN and DMABE. This
system also enabled us to predict with confidence that DMABFE would not possess two
bands in its fluorescence spectra. In addition, the pictures of the molecular orbitals
involved for the first three transitions provi.ded insight as to the character of the LE and
CT excited states of these donor-acceptor molecules. However, this system of pairing
the LE surface to the transition of the HOMO-1 to LUMO and HOMO to LUMO+1 (low
oscillator strength) and the CT surface attained by a HOMO to LUMO transition could
not explain the dual fluorescence of Nile Red. Nile-Red was found to have a low lying
first excitation corresponding to a solvent sensitive peak and visualization of the
molecular orbitals showed they were localized on two parts of the molecule, suggesting
charge-transfer. However, this CT excited state surface was the lowest lying band as well
and increasing solvent polarity would only stabilize it more, suggesting that Nile Red
should only possess one fluorescence peak in gas phase and in acetonitrile. More insight
could be attained with an excited state optimization of Nile Red and DMABN using a
coulombic attenuated functional such as CAM-B3LYP followed by a TD-CAM-B3LYP
excitation energy calculation of the excited state geometries, to obtain vertical emission

energies.18'23
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Chapt‘er 7

A TD-DFT and pKj, study of N-phenylbenzohydroxamic acids
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7.1 Introduction

N-phenylbenzohydroxamic acids (PBHAs) are weak organic acids that have excellent
metal chelating abilities.»® They are found naturally in plants and fungi as iron
transporting molecules.’ This chelating ability of PBHAs has found applications in the
fields of enzyme inhibition,®® trace-metal detection? and mineral extraction.’® Since
chelation is the key to application, characterizing this ability is vital for future design and
optimization.

PBHAs take the general form of PhC(=O)N(Ph')OH. Due to the partial double bond
character of the C-N bond, rotation is hindered and two stable geometrié isomers (cis
and trans) can be observed.! Although in its crystalline form only cis or trans is
observed, in solution this is not the case.” In solution both cis and trans may co-exist,
but only the cis species can behave as a bidentate ligand. This is because the cis species
has both oxygens in the right geometry to coordinate metals to form stable 5-

membered chelate rings.*>*

It is therefore important to understand solvent effects on
the abundance of the cis isomer in basic solution. In addition, since it is the
deprotonated cis conformer that has the chelating ability, an understanding of the
effects of substitution on its acid dissociation constant is aléo important. The
experimental\pKA of the unsubstituted PBHA has been reported to be 9.81 in 50%
MeOH/H,0 mixtures.

Past theoretical works have examined the effects of substitution and solvation on

14-17

the conformation of small hydroxamic acids. However, N-phenyl substituted

hydroxamic acids (PBHAs) cannot undergo tautomerization to oxime- and nitroso- forms
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because there is no proton attached to the nitrogen on the hydroxamic functional
group. Only a couple of studies have been reported for the larger PBHAs. In 2004, Ciofini
reported the MP2/6-31G(d) geometries of the cis and trans unsubstituted PBHAs in
acetone and water, where the percent abundance and pK, calculations were reported.'®
Dissanayake and co-workers in 2006 used ab initio methods to study. ortho -N-
substituted (OMe, Br, Cl) PBHAs and it was found that the trans deprotonated
conformer was always lowest in energy.”® They also found that the HF/6-31G+(d)
optimized cis PBHA conformers predicted pKa values that were overestimated by at
least than 3 units in every case. The DFT functionals B3LYP the CBS-QB3 method using
the same basis set predicted even higher values. Experimental studies of the absorption
spectra PBHAs have been carried out in micellar phases and in the presence of strong

L2021 1t was possible to differentiate the effects of deprotonation from the effects

acids
of the solvation on the absorption spectra.

In our study, we investigated para-N-phgnyl-substituted benzohydroxamic acids to
elucidate the effects of substitution, solvent effects on the absorption spectra and acid
dissociation constant. The TD-DFT» excitation energies are valuable ~because
experimental excitation energies are almost never reproduced theoretically. For this
reason, identifying the trends that these conformers exhibit upon substitution,
solvation, and deprotonation are crucial. pKa values bwere obtained from the aqueous
deprotonation free energy (AG,q) which is the sum of the gas-phase free energy (AGg,s)

and free energy change on solvation (AAGgq). 2
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7.2 Methods

| Calculations were carried out using the Gaussian 09 program.23 Gas phase
geometries were first obtained using Density Functional Theory. The hybrid functional
used throughout is the PBEO functional by Perdew, Burke and Erzenhof.?* Two basis sets
were used. A split valence 6-31+G(d) basis set was used and reported throughout this
paper as the small basis set (sbs).> A larger basis set (Ibs) was the split valence triple-
zeta 6-311++G(df,2p) basis set.

Re-optimization of the gas phase geometries was carried out using the polarized
continuum modelr of Tomasi and co-workers to simulate 1_:he non-specific solvation of
hydroxamic acids in ethanol and water.?® Sihce this model only accounts for _the
electrostatic interactions between the solute and solvent, single water molecules were
explicitly coordinated to the hydroxamic functional group (and the geometry re-
optimized) as an improvement in the description of solvation for hydroxamic acids in a
protic water environment. Explicit inclusion of a water molecule has been shown to
improve the prediction of excitation energies and acid dissociation constants ( pKa) in
aqueous media.?’

Excitation energies were determined using Time-Dependent Density functional
theory (TD-DFT) with the same hybrid functional as for geometry optimization, PBEO.
The thermodynamic cycle used for assessing pKa involves the Gibbs free energy for the
deprotona_tion of hydroxamic acids that is similar to the scheme used by Dissanayake

and co-workers.®
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Since the N-phenylbenzohydroxamic acids considered in this study have only one
acidic hydrogen, the standard dissociation reaction used for the deprotonation of an
acid is:

AHag) > A'tag)*+ H'(ag) (7-1)

The deprotonation of an acid in aqueous medium (AG,q) also requires the inclusion
of the change in Gibbs free energy of solvation which is added to the Gibbs free energy
of deprotonation in the gas phase:

AG,q= DGgas + AAGsg), (7-2)

The pK, of the hydroxamic acid is then calculated according equation (7-3):

solv solv solv

o Gew (A7) + oo (1) = G ooy (HA) + AG,, (A7) + AG,y,, (") = AG, (HA)
. 2.303RT (7-3)

gas

where the formation free energy of a proton (Ggs(H")) is -6.28 kcal/mol and its
hydration free energy (AGson(H")) is -264.61 kcal/mol.?® %
7.3 Results and Discussion
7.3.1 Geometry of cis and trans isomers

The gas phase optimized structures of PBHAs are illustrated in Figure 7-1, while
the bond lengths of the four common bonds [C-N, C=0, N-O and O-H] for gas phase
optimized geometries using both small and large basis sets are tabulated in Tables 7-1
and 7-2, respectively. For the unsubstituted PBHAs, the cis protonated conformers
possess longer C-O bond lengths and shorter C-N bonds than the trans, however, little

difference is noticed in the N-O bond length. The O-H bond length in the cis form is
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Figure 7-1: gas-phase rB3LYP/6-31+G(d) optimized protonated hydroxamic acids
where (R=H, Me, OMe, NO;). White denotes hydrogen atoms, gray-carbon, red-oxygen,

and blue-nitrogen.
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Table 7-1: Bond lengths (A) of hydroxamic acids using (a) small basis [6-31+G(d)]
set and (b) large basis set [6-311+G(2df, pd)]. The four bond lengths shown are that of
the C-N, C=0, N-O and O-H (protonated only) bonds that make up the HA functional

group.

(a) H Me OMe NO,
cis — protonated

CN 1.360 | 1.359 | 1.358 1.371

Cco 1.239 | 1.239 | 1.239 1.234

NO 1.390 | 1.390 | 1.393 1.386

OH 0.989 | 0.989 | 0.989 0.989

trans — protonated
CN 1.389 | 1.388 | 1.387 1.399
Cco 1.220 | 1.220 | 1.221 1.217
NO 1.389 | 1.390 | 1.391 1.387
OH 0.971 | 0.971 | 0.971 0.971

cis — deprotonated
CN 1.371 | 1369 | 1.367 N/A"
co 1.240 | 1.240 | 1.242 N/A’
NO 1.324 | 1.324 | 1.325 N/A

trans — deprotonated
CN 1.367 | 1.366 | 1.365 1.385
CcoO 1.252 | 1.253 | 1.253 1.240
NO 1.333 | 1.333 | 1.333 1.324
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Table 7-1 Continued:

(b) H Me OMe NO;
cis — protonated

CN 1.355 | 1.354" | 1.352 1.366

co 1.231 | 1.2327 | 1.232 1.226

NO 1.383 | 1.383" | 1.385 1.380

OH 0.985 | 0.985" | 0.985 0.985

trans — protonated
CN 1.384 | 1.383 | 1.383 1.394
Cco 1.211 | 1.212 | 1.215 1.209
NO 1.384 | 1.384 | 1.385 1.382
OH 0.965 | 0.965 | 0.964 0.965

cis — deprotonated
CN | 1.366 | 1.365 | 1.362 | N/A
co 1.232 | 1.232 | 1.244 N/A
NO 1.318 | 1.318 | 1.328 | N/A

trans — deprotonated
CN 1.363 1.362 1.359 1.381
co 1.243 1.244 1.245 1.231
NO 1.328 1.328 1.328 1.320
“after deprotonation, the cis conformer relaxed to a trans conformation.

J'Optimized to transition states that corresponds to methyl rotation (imaginary
frequency = 6i).

slightly longer (0.018 A) suggesting that it may possess a proton that is more easily
removable than the trans. However, the presence of an intramolecular hydrogen bond
with the carbonyl oxygen to form a stable five-membered ring has been detected and
reported in solution using IR methods.*® Therefore the acidity of this proton cannot be

evaluated simply by the O-H bond length, consideration of the pKa is necessary.
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For the unsubstituted protonated PBHA, it can be seen that the C-N bond is shorter
in the trans form than the cis, likely because of resonance contributions from both
phenyl groups, which gives it more double bond character.*! The longer C-O and N-O
bonds are also indicative of bond alternation brought on by increased conjugation.

7.3.2 Effects of substitution on geometry

Three substituents on the N-phenyl of the PBHAs were selected and are shown in
Tables 7-1 and 7-2 along with their geometries. They were selected to account for all
combinations of the resonance and inductive effects on geometry. The substituents —
Me, -OMe and -NO, are para- to the nitrogen side of the hydroxamic (HA) functional
group. In the gas phase, the weakly activating methyl substituent does lead to a
shortening of the C-N bond by more than 0.001 A, and the C-O and N-O bonds elongate
no more than 0.001 A. In the solvents ethanol and water, the same trends of C-N bond
contraction, C-O and N-O bond elongation are repeated for the protonated cis and trans
species. However, for the anions, the trend shows contraction of the C-N bond by as
much as 0.010A and elongation of the N-O and C-O bonds by as much as 0.003A. One
case that does not follow this trend of C-N bond contraction and N-O and C-O bond
elongation is the methyl substituted cis deprotonated PBHA in water. Its N-O bond
length is in fact shorter than the unsubstituted PBHA by 0.007A, suggesting that a factor
other than solvent is affecting the geometry of the HA functional group. This anomaly
also contrasts with geometries reported in the literature. Ventura et al. conducted a
study on R{(C=0) NHOH hydroxamic acids, and found that the methyl substituted species

resulted in a N-O bond elongation, consistent with our results in every other case.*

146



For methoxy substitution (-OMe) of the cis PBHA in the gas phase, the C-N bond
contracted 0.002 A, the C-O bond remained unchanged and the N-O bond elongated
0.003 A. In ethanol and water, only the N-O bond length changed with an elongation of
0.004 A and 0.003 A respectively. No change in the O-H bond length was observed in the
gas phase or with the PCM solvent model. The trans-PBHA experienced the same trend
as that of the cis isomer, with the C-N bond experiencing a contraction in the C-N bond
and elongations of the C-O and N-O bonds upon -OMe substitution. For the
deprotonated anion, the cis and trans PBHAs in the gas phase also experienced the
same bond length changes as their conjugate acid counterpart.

The nitro (-NO,) substituted PBHA showed opposite effects to the -OMe and -Me
substituents. The C-N bond in the cis and trans PBHA isomers experienced a bond
elongation of 0.011 A and 0.010 A respectively. Meanwhile, the C-O and N-O bonds
experienced bond contractions of about 0.004 A in the gas phase, opposite to
observations for the other two substituents. A rationalization for this is the ambiguity of
the HA functional group. Since attached immediately to the hydroxamic nitrogen is a
carbon and an oxygen, it seems as though the HA can function as either a resonance
donating or withdrawing substituent, depending on the functional group that is
‘attached para- to the hydroxamic acid on the N-phenyl. For the cases of -Me and -OMe,
the hydroxamic acid group behaved as a resonance withdrawing species, while for the
case of —-NO,, behaved as a resonance donating species. The —~NO; also removed so
much charge from the hydroxamic acid that no cis conformation could be optimized

upon deprotonation. The trans conformation was favorable for the -NO, PBHA because
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the C-phenyl group is able to contribute more electron density through resonance for
the deprotonated species, thus stabilizing it.
7.3.3 Effects of increasing basis set on geometry

Contraction of bond lengths was derived on increasing the basis set from PBEQ/6-
31+G(d) to PBEQ/6-311++ G(df,2p). The C-N bond decreased in length in all substituted
cis/trans PBHAs by a minimum of 0.004 A while the contraction of the C-O bond was
anywhere from 0.006 A to 0.007 A. The change in bond length of N-O as a result of
increasing basis set was found to be anywhere from 0.003 A to 0.005 A. This contraction
of bond lengths is not uncommon upon increasing basis set size, since the larger basis
set uses more basis functions which will better reproduce the radial decay of electron
density when going away from an atomic nucleus. In the case of the -OMe substituted
cis deprotonated anion, it appears that increasing basis set has increased the N-O bond
length, However, deprotonation resulted in the initial ¢is species to relax to a trans form
(no cis deprotonated form was optimized). Although no study of PBHAs have been
carried out before using the DFT functional PBEO, Nino et al. reported DFT (B3LYP) and
MP2 results for smaller hydroxamic acids.’® They found that the B3LYP/6-31+G(d)
optimized geometries of hydroxamic acids predicted an intramolecular hydrogen bond
in the cis form while lower levels of theory (semi-empirical AM1) could not. Since a
decrease in bond length as a consequence of basis set was evident every time and
predictable, only the smaller basis set was used for the investigation of the PBHAs in the

PCM solvation model.
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7.3.4 Effects of solvent on geometry

The unsubstituted PBHA (-H) was optimized in the gas phase as well as with a
polarized continuum model to describe ethanol (Table 7-2B) and water (Table 7-2A). In
ethanol, the C-N bond length of the unsubstituted cis protonated PBHA contracts from
1.370 A to 1.360A. For the substituted PBHAs the contraction of the C-N bond length
was 0.009 A for the methyl and 0.008 A for both the -OMe and —NO, substituted PBHAs.
The geometry of the unsubstituted PBHAs in water is the same as observed in ethanol,
with no change in bond lengths. For fhe trans-protonated species, the geometry change
is more significant upon solvation. The C-N bond length contracted anywhere from
0.013 A (-NO, substituted) to 0.020 A (-H and —OMe). For the cis and trans deprotonated
species, a shortening of C-N bond length is also observed. However, the effect of
solvent remains uncertain since deprotonation also occurred.

For the protonated PBHAs, the O-H bond elongated less for the cis geometry
(0.002A) than for the trans (0.011A) species as a result of solvation in ethanol or water.
This is the first indication that the polarity may lower the pKa of the PBHAs; however,
this subject will be discussed later in section 7.3.7. In contrast to the C-N bond, the C-O
bond of all HA species (cis/trans isomers and substituted) experienced an elongation as
a result of solvation. This implies that the polar solvent induces more conjugation
between the two phenyl side groups, resulting in a more planar HA species. Th-is
concept will be reinforced later in the discussion of TD-DFT and the charge transfer

nature of PBHAs.
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Table 7-2: Bond lengths of PBHA geometries optimized using the small basis [6-
31+G(d)] in (a) water and (b) ethanol. The four bond lengths shown are the C-N, C=0, N-

O and O-H (protonated only) bonds that make up the hydroxamic acid functional group.

(a) H Me OMe NO,
cis — protonated

CN 1.350 1.350 1.350 1.363

co 1.244 1.245 1.244 1.238 |

NO 1.391 1.391 1.394 1.385

OH 0.991 0.992 0.991 0.992

trans — protonated

CN 1.369 1.370 1.366 1.385
co 1.232 1.232 1.234 1.227
NO 1.383 1.384 1.385 1.380
OH 0.992 0.992 0.992 0.994

cis — deprotonated

CN N/A” 1.344 1.342 1.382
co N/A" 1.257 1.258 1.238
NO N/AT 1.347 1.347 1.338

trans — deprotonated

CN 1.354 1.352 1.351 1.382
co 1.254 1.255 1.257 1.239
NO 1.352 1.352 1.351 1.338
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Table 7-2: Continued

{b) H Me OMe NO,
cis - protonated

CN 1.350 1.350 1.350 1.363

co 1.244 1.244 1.244 1.238

NO 1.390 1.391 1.394 1.385

OH 0.990 0.990 0.990 0.990
trans - protonated

CN 1.373 13730 1.369 1.388

co 1.231 1.231" 1.233 1.225

NO 1.384 1.384' 1.385 1.381

OH 0.991 0.991" 0.990 0.992
cis - deprotonated

CN 1.346 1.347 1.352 N/A

co 1.257 1.256 1.257 N/A™

NO 1.345 1.345 1.350 N/A

trans - deprotonated

CN 1.354 1.352 1.352 1.383

co 1.255 1.256 1.257 1.239

NO 1.350 1.350 1.350 1.337

fOptimized to a transition state that corresponds to a methyl rotation (imag. freq. = 12i).

* . . .
after deprotonation, the cis conformer relaxed to a trans conformation.

7.3.5 Effects of deprotonation, substitution and solvent on the abundance of cis and
trans

The percent (%) abundan‘ce of the cis and trans conformers of the four PBHAs are
shown in Table 7-3. They were obtained from taking the Boltzmann distribution of their
energies. The abundance of the unsubstituted cis protonated PBHA decreased from 99.9

% in the gas phase to 28.0% in ethanol and 22.6 % in water. Upon deprotonation of the
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unsubstituted PBHA, the cis conformer has 0.0 % abundance in the gas phase, however
in ethanol it increased to 65.7%. In water however, no optimized cis geometry could be

obtained, as deprotonation and re-optimization led to a relaxation to a trans geometry.

Table 7-3: Percent (%) abundance relative to energy of hydroxamic acid isomers in

gas phase [small (sbs) and large (Ibs) basis set], ethanol and water:

R Conditions Trans cis
protonated ‘ Deprotonated | protonated | deprotonated

gas phase (sbs) 0.1 100.0 99.9 0.0

H gas phase (lbs) 0.0 100.0 100.0 0.0
water (sbs) 77.4 51.0 22.6 N/AT

EtOH (sbs) 72.0 34.3 28.0 65.7

gas phase (sbs) 0.0 100.0 100.0 0.0

Me gas phase (lbs) 0.0 100.0 100.0 0.0
water (sbs) 72.5 11.1 27.5 88.9

EtOH (sbs) 63.7 31.4 36.3 68.6

gas phase (sbs) 0.0 100.0 100.0 0.0

OMe gas phase (lbs) 0.0 100.0 100.0 0.0
water (sbs) 62.9 8.0 37.1 92.0

EtOH (sbs) 52.3 26.5 47.7 73.5

gas phase (sbs) 0.4 100.0 99.6 N/A”

No, 8 phase (Ibs) 0.1 100.0 . 99.9 N/A™
water (sbs) 97.9 50.3 2.1 N/AT

EtOH (sbs) 97.0 100.0 3.0 N/A

“cis protonated relaxed to the trans isomer upon deprotonation

"Relaxed to a minimum that appeared to be of trans appearance, but different from the
trans deprotonated optimized structure in both geometry and energy.

The protonated methyl substituted PBHA, was found to have be 100.0 % cis
abundant in the gas phase for both small and large basis sets. In ethanol and water the
presence of cis decreased to 36.3 % and 27.5 % respectively. For the deprotonated

species, it is the cis conformation that was not present in the gas phase (0.0 %
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abundance), while in ethanol and water the cis % abundance increased to 68.6 % and
88.9 % respectively. Methyl substitution has increased the presence of the
deprotonated cis conformation in water. This is ideal as chelation can occur mo.re
readily when more PBHA molecules have the correct geometry.

The protonated methoxy (-OMe) substituted PBHA was found to be 100.0 % cis in
the gas phase for both small and large basis sets. In ethanol and water, the %
abundance of the cis conformation decreased to 47.7 % and 37.1 % respectively. In
comparison to the methyl and unsubstituted cis protonated PBHAs, the presence of the
cis conformer remains higher than both, remaining almost equally present in ethanol
and water. Upon deprotonation, the cis conformer was found to have 0.0 % abundance
in the gas phase, while in ethanol and water its presence increased to 73.5 % and 92.0 %
respectively. In comparison to the methyl and unsubstituted PBHAs, the cis
conformation is again more abundant with the —-OMe substituent, suggesting more
chelation can occur because only the cis geometry can bind to metals.

The protonated nitro (-NO,) substituted PBHA was found to have a gas phase cis
abundance of 99.6 % and 99.9 % using the small basis set and large basis set
respectively. In ethanol and water, the cis abundance decreased dramatically to 3.0 %
and 2.1 % respectively. In comparison to the other three PBHAs, the cis conformation is
almost negligible for the -NO, substituted PBHA and the trend observed is that the cis
abundance increases with the activating ability of the functional group para- to the

hydroxamic acid moiety.
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7.3.6 TD-DFT Excitation spectra

TD-PBEO So=>$; excitation maxima of the four optimized PBHAs geometries in the
gas phase, ethanol and water are shown in Table 7-4. They are reported and discussed
to determine solvatochromic trends in the absorption spectra that may be beneficial in
identifying experimental absorption peaks as due to either cis or trans, and protonated
or deprotonated. The excitations reported all possess fairly large oscillator strengths of
around f=0.4, indicative of an allowed transition. Increasing the size of basis set was
found to change the excitation maximum by no more than 4 nm, which is similar to the
effect of basis set in our study of Nile Red*. Since an increase in basis set did not affect
the excitation maxima significantly, only the small basis set was used to investigate the
effects of solvation.

For the protonated species, the unsubstituted cis PBHA was found to have a gas
phase excitation maximum of 296 nm. This is 18 nm less than the gas phase excitation
maxima of the trans isomer, which was 278 nm. Methy! (-Me) substitution resulted in
little change in the cis excitation energy (297 nm) while the trans red-shifted to 284 nm.
For the methoxy substituted PBHA, the excitation energies for the cis and trans were
both 297 nm. In contrast, the cis and trans -NO, substituted PBHA was found to have
red-shifted significantly to the other three PBHAs, with excitation maxima of 347 nm

and 308 nm respectively.
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Table 7-4: TD-DFT excitation energies of protonated and deprotonated hydroxamic

acids in gas phase (small and large basis set), ethanol and water (with explicit solvation

in brackets).

. Trans /nm Cis /nm
R Conditions
protonated Deprotonated | protonated deprotonated
small basis set 278 486 296 579
H large basis set 277 494 297 577
water (explicit) | 278 (283) 406 (375) 274 (279) N/A T
EtOH 281 420 , 279 386
small basis set 284 487 297 581
Me large basis set 283 496 299 595
Water (explicit) | 286 (282) 407 (416) 279 (279) 373 (361)
EtOH 287 419 279 385
small basis set 297 481 297 482
OMe large basis set 296 525 300 494
water (explicit) | 291 (297) 409 (381) 280 (286) 402 (359)
EtOH 293 408 279 415
small basis set 308 611 347 No minimum’
NO, large basis set 304 602 341 No minin:um*
water (explicit) | 352 (352) 575 (525) 378 (367) N/A
EtOH 349 583 377 No minimum’

“cis protonated relaxed to the trans isomer upon deprotonation

'Relaxed to a minimum to a trans geometry, but was different from the trans
deprotonated geometry and energy.

The trend observed for the effect of substitution of the trans protonated PBHA is a

blue-shift upon increasing donating ability of the substituent para- to the HA functional

group. However, for the cis geometry, the same trend cannot be observed. The cis

excitation maxima experiences little change upon substitution with the exception of the

NO,- substituted PBHA. The reason that only the cis -NO, substituted PBHA experiences

a red-shift becomes more evident when inspecting the effects of solvation.
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For the cis conformers, the excitation maxima of the protonated unsubstituted
PBHAs in ethanol and water were found to have blue-shifted from 296 nm to 279 nm
and 274 nm respectively. For the protonated cis methyl substituted PBHA, the
excitation maxima is 279 nm in both ethanol and water, which is a blue shift of 18 nm in
relation to the gas phase. The -OMe substituted PBHA also experiences a blue shift upon
increasing solvent polarity from 297 nm in the gas phase to 279 nm and 280 nm in
ethanol and water. At this point of discussion, it appears that a resonance donating
substituent para- to the HA functional group will red shift excitation maxima, however,
the nitro- substituted group breaks this trend. The cis protonated —NO2 substituted
PBHA experiences a red-shift from 347 nm in the gas phase to 277 nm and 378 nm in
ethanol and water respectively. As a red-shift is indicative of an increase in the
magnitude of the dipole moment from the ground to excited state, a close look of the
ground state dipole moment véctor were observed (not shown).33 It was found that for
the cis -H, -Me and —OMe substituted PBHAs, the dipole moment vector all pointed in
the same direction, while for thé -NO; in the dipo!e moment direction was opposite.
This is a possible explanation as to why the -NO2- substituted PBHA does not follow the
same trend as the other three. Since the dipole.moment vector points opposite for NO2-
PBHA, it is indicative that the HA functional group is behaving as the donating group,
rather than as an acceptor if the one assumes the PBHAs can be modeled as donor-
acceptor molecules.

The protonated trans unsubstituted PBHA red-shifts from 278 nm in the gas phase

to 281 nm from gas phase to ethanol. However in water, the excitation maximum was
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the same as that in the gas phase. The -Me and —OMe substitution resulted in a red-
shift to 284 nm and 287 nm respectively for the gas phase (sbs) excitation energies. The
—NO, substitution also resulted in a red shift to 308 nm, 30 nm more than the
unsubstituted gas phase excitation energy. The effect of solvation on the excitation
energy of the trans protonated substituted PBHAs was fairly insignificant for the
substituents ~Me and -OMe. For the —Me substituted PBHA, the excitation energy red-
shifted by 3 nm from the gas phase to ethanol. The ~OMe substituted PBHA blue-shifted
from 297 nm in the gas phase to 291 nm in water. The Nitro Substituent again
experienced a significantly large red shift upon solvation from 308 nm in the gas phase
to 352 nm in water. This anomaly again is explained by the dipole moment vector is
pointing in the opposite direction for the —NO, substituted PBHA, and therefore the
hydroxamic acid is behaving as a donor in a donor-acceptor molecule.

For the deprotonated cis conformers, the excitation energy of the unsubstituted
PBHA was found to be 579 nm and 577 nm using the small and large basis sets
respectively. It can be seen that deprotonation brings a large red-shift in the spectra by
almost 300 nm. This observation is also true for the unsubstituted deprotonated trans
conformer, in which the excitation energies were found to be 486 nm and 494 nm for
the small and large basis sets“respectively. The effect of bgsis set appears to remain
insignificant and was studied using the small basis set.

The effect of substitution on the cis deprotonated conformer was found to be small
for —Me substitution and large for —OMe substitution. In comparison to the

unsubstituted PBHA —Me substitution resulted in a small red shift of 2 nm to 581 nm,
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- while the excitation energy of the -OMe PBHA was blue shifted to 482 nm. The effect of
-NO; substitution could not be evaluated, since no geometry could be obtained for the
cis deprotonated species.

The effect of solvation on the bis deprotonated unsubstituted PBHA was a blue-shift
upon solvation. The unsubstituted PBHA gas phase éxcitation energy blue-shifted from
579 nm to 386 nm in ethanol. No excitation energy was found for the cis unsubstituted
PBHA since upon deprotonation, it relaxed to a trans like geometry. The methyl and
methoxy substituted PBHAs also red-shifted upon solvation. The -Me PBHA red-shifted
from 581 nm in the gas phase to 373 nm in water while the —-OMe PBHA red-shifted
from 482 nm (gas phase) to 402 nm (water).

For the deprotonated trans conformers, the effect of substitution on the excitation
maximum was found to be small for -Me and -OMe substitution and large for —NO,
substitution. The excitation energy of the —~Me PBHA (487 nm) was only 1 nm more than
the unsubstituted PBHA, while for the -OMe PBHA, the excitation energy blue-shifted to
481 nm. Nitro substitution again resulted in an anon;lalous red-shift to 611 nm, which
was explained earlier to be a consequence -of its strong resonance withdrawing
character.

The effect of solvation on the trans deprotonated conformer was found to be a blue
shift upon increasing solvent polarity. The unsubstituted PBHA in the gas phase had an
excitation maximum of 486 nm which blue shifted to 420 nm in ethanol and 406 nm in

water. This blue shift remained significant for the -Me and -OMe substituted PBHAs as
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well, in which blue-shifts of 80 nm and 72 nm were found respectiveI\-/. The -NO,
substituted PBHA also red-shifted froml 611 nm in the gas phase to 575 nm in water.

‘The effect of solvation was further extended by investigating how explicit solvent
water molecules can change the excitation energies. Explicit water molecules were
coordinated near the N-O oxygen as a more realistic scenario of the PBHA in a protic
aqueous environment followed by re-optimization of the geometry‘ and then a TD-PBEQ
energy calculation. The excitation energies of water coordinated PBHAs can be seen in
brackets in Table 7-5.

For the cis protonated species, it was found that for the cis -H, -Me and —OMe
substituted PBHAs, explicit solvation resulted in a slight red-shift of no more than 6 nm,
while for the NO,- substituted PBHA, a blue shift of 21 nm occurs. For the trans
protonated PBHAs, A slight red-shift was observed for —H (5 nm) and —OMe (6 nm)
substituted PBHAs, while a blue-shift of 4 nm was observed for the methyl substituted
PBHA and no change in excitation energy was observed for the -NO, substituted PBHA.
For the cis deprotonated PBHAs, explicit solvation resulted in the —-Me and —OMe
excitation energies blue-shifting by 14 nm and 43 nm respectively. Finally, the four trans
deprotonated PBHAs all exhibit blue-shifts upon including a coordinating water. The
smallest blue-shift observed was that of the —Me substituted PBHA (9 nm) while the
largest blue-shift was experienced by the —-NO, (50 nm) substituted PBHA. No
conclusions were drawn regarding the inclusion of specific water molecules since no

clear trend was observed.
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7.3.7 Determination of pK,
pKa values are listed in Table 7-5 for the four PBHAs in aqueous media, where the
inclusion of explicit solvation, a correction factor and both together are shown as

potential improvements to our earlier method.

Table 7-5: Relative pKa values of PBHAs in gas phase and water using the small basis

set [6-31+G(d)] and including either or both a explicit solvation and correction factor.

with explicit with correction explicit solv. & corr.
theoretical pKa " solvation - factor Factor
-R cis trans cis trans cis trans cis - trans
H N/A® 17.34 | N/AT | 1214 N/A® 7.84 N/A® 6.37
Me 17.10 18.03 12.78 9.96 7.75 8.10 6.60 5.60
OMe 17.06 17.82 12.46 12.16 7.73 8.02 6.49 6.38
NO, N/A™ 13.61 | N/A 9.88 N/A” 6.44 N/A" 4.35

) pKa values could not be obtained because the cis deprotonated geometry could not be

optimized..

In Table 7-5, the cis pKa values are reported to be 17.10 and 17.06 for the —-Me and
—OMe substituted acids, respectively. No pKa was obtained for the cis unsubstituted and
—-NO; PBHAs since deprotonation resulted in and optimized trans conformer only. For
the trans isomer, the pKa was found to be 17.34, 18.03, 17.82, and 13.61 for the
unsubstituted, -Me, —OMe and -NO,, respectively. These values are most definitely
overestimated, since the unsubstituted (mixture of cis and trans) PBHA acid is reported
to have a pK, of 8.09 + 0.19.** This poor estimation of pKa using ab initio techniques has
been previously reported by Dissanayake and Senthilnithy , who showed that using the
thermodynamic cycle used here for a series of smaller hydroxamic acids also

overestimated pKa values by about 9 units.”® Their solution to this problem however
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could not be used for our purpose; since their work could only be carried out for
hydroxamic acids which do not possess N-phenyl substituents. This is because they
studied a series of hydroxamic acids that are not N-phenyl substituted and a more acidic
hydrogen is present on the nitrogen allows for rearrangements to keto-, oxime- and
nitroso- type species.

The effects of substftution also show some peculiar results. Although little discussion
on the pK, of the cis isomers can be done with respect to the unsubstituted hydroxamic
acid, for the cis —Me substituted acid the pK, of 17.10, is a whole pKa value lower than
its trans counterpart. Similarly, the —OMe substituted acid (pK,=17.06) was lower than
its trans counterpart, which had a pK, of 17.82. Since the cis isomer is expected to form
an intramolecular hydrogen-bond,*® the trans conformer should possess the more acidic
hydrogen, contrary to what is observed here. However, it is in agreement with the work
of Dissanayake and Senthilnithy, in which they repérted the pK, of a formo-substituted
hydroxamic acid to be lower for the cis isomer.*®

To improve the pKa values we have included an explicit water moleéule coordinated
to the oxylamine oxygen. In the second column of Table 7-5, it is seen that the inclusion
of explicit solvation improved the pKa significantly. The trans —NO, substituted
conformer improved the least from 13.61 to 9.88, which is still 3.77 units less. The trans
—Me conformer improved the most from 18.03 to 9.96. Another improvement is that
the pKa values of the cis conformers are now lower than those of the trans. For the cis —

Me substituted PBHA, the inclusion of a water molecule resulted in a pKa of 12.78 while
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the trans was 9.96. Similarly, the cis -OMe substituted PBHA with explicit solvation now
has a value of 12.46, while the trans isomer has a value of 12.16.

The inclusion of a correction factor based on how far our level of theory deviated
from experiment was implemented and also helped lower the pKa values of the
hydroxamic acids. The correction factor was obtained by linearly correlating the
experimental pKa of eleven well documented carboxylic acids against theoretical values
(y = 3.6876x - 8.0317, r’=0.98) that were optimized at the same level of theory (PBEQ/6-
31+G(d)). The acids included six aliphatic carboxylic acids (methanoic to hexanoic) and
four para-substituted benzoic acids (R=H, Me, OMe, NO,).

The correction factor lowered the pK, of the trans species from 17.34 to 7.84 for the
unsubstituted PBHA, a difference of 9.5. Similar results were found for the other trans
PBHAs in which an improvement of 7-9.5 pK, units was observed. The pK, values are
likely closest to experiment now, since hydroxamic acids typically have pKa values in the
range of 8-10. However, the correction factor could not reproduce the trend of a trans
isomer having the lower pK, values than its cis counterpart.

The final improvement that we attempted was the inclusion of both explicit
solvation and a correction factor. A correction factor for the explicitly solvated
hydroxamic acids was included, in which the same eleven acids used earlier had explicit
water molecules coordinated to them as well (y = 2.8102x - 5.7708, r*=0.97) and then
optimized using the same level of theory. The predicted pK, values were found to be far
too low. For the unsubstituted trans acid, the pKs was predicted to be 6.37, well below

the experimental value of 8.09+0.19**. This could be due to the fact that the aliphatic
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carboxylic acids should not be coordinated by water molecules the same way was other
acids, since they exist most stably as dimers in solution.>®

The discrepancy between experimental and theoretical pK, remains a problem and
most solutions proposed in the literature is limited to a specific set of molecules.”
Another way of improving the prediction of pKA is by scaling the oxylamine oxygen so
that the it occupies less space.?’
7.4 Conclusions

Our work presents four N-phenylbenzohydroxamic acids (-H, -Me, -OMe, -NO,)

which have had little to no experimental study. This work successfully predicted the cis
and trans presence of each species in the gas phase and solution, and TD-DFT predicted
UV/VIS spectra which is beneficial for the purpose of identification. It was found that the
methyl and methoxy substituted were optimal for the purpose of increasing the cis-
presence when deprotonated. In addition, the pKa of the —Me substituted acid was also
found to have the highest pKa of the latter, giving it selective chelating abilities. Nitro
substitution had a negative effect on the abundance of cis isomers in solutions and upon
deprotonation, no cis geometry could be optimized. The inclusion of explicit solvation
successfully lowered the pKa although values remained high. A correction factor also
helped lower the pK,, however invoking both explicit solvation and a correction factor
lowered the pKa values too far.
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Chapter 8

Effects of Plasticizers on the Rate of Photochromism of 6-NO,-

BIPS in Polymer Media
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8.1 Introduction

Photochromism is the term that describes the reversible transformation of two
chemical species with at least one pathway initiated by light.! Spiropyrans (Figure 8-1)
were first synthesized by Decker and Fellenberg in 1909 and are photochromic
compounds that first gained interest when Fischer and Hirschberg proposed them as a
photochemical memory device.? Since then, spiropyrans have been researched for the
potential application of metal® and proton® sensing, electro-optical storage,® magnetic
switches,” ophthalmic lenses,® modulated light filters,® logic switches'® and as an
alternative to food preservatives.!! New spiropyran analogs, such as spiroxazines and
benzospiropyrans, have also become of interest due to their increased fatigue

resistance.}*13

Me Me Me Me NO,
[ n hv, O
N 74 2 N3
’ o

Figure 8-1: Molecular structure of 6-NO2-BIPS in ring-closed form (spiropyran) and ring-
open form (merocyanine).

The photochromism of spiropyran originates from its indoline and chromene
moieties which are separated by a spiro bond.'* The spiro C-O bond is elongated
(weakened) in the ground state due to lone-pair donation of the indoline nitrogen into

the anti-bonding orbital of the C-O bond. When irradiated with UV light (~345nm), the
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C-O bond is cleaved and the two moieties become conjugated through a methylene
bond, which gives it a violet-blue color. The merocyanine species is zwitterionic with a
positive charge localized on the indilino-nitrogen and a negative charge on the
chromene oxygen. Upon visible light absorption or heat, the merocyanine species
returns to the ring-closed, unconjugated spiropyran structure. The absorption spectrum
of merocyanine is sensitive to its surrounding (solvatochromic) and arises from the

destabilization of a large charge transfer with increasing polarity of the medium.*®

For 6-NO,-BIPS to be viable for photochromic applications, it must possess a good
quantum vyield upon irradiation, fatigue resistance, dispersability, as well as a polarity
and photostationary state that are specific to its application. Thus, the understanding of
the surrounding media on the spiropyran-merocyanine system is crucial since it may
affect all of these properties. Spiropyrans are most often dispersed in polymer media
which will affect the photostationary state, rate of coloration and discoloration (by both

visible light and heat) and the color of the merocyanine species.

Several works of 6-NO,-BIPS (1',3-Dihydro-1',3’,3"-trimethyl-6-nitrospiro{2H-1-
benzopyran-2,2'-(2H)-indole]) and related photochromic dyes in polymer materials have
been reported in past literature. A study on the effect of addition of lron (ll)
phthalocyanine to spiropyrans in polymer matrices to protect it from laser degradation

% Fatigue

was shown to be beneficial when laser pulse were at low pulse rates.
resistance of 6-NO2 was reported by Davis and co-workers that 6-NO,-BIPS linked to

the polymeric polymethacrylate backbone possesses mechanoresponsive properties.17
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Physical stress would cause ring opening and a colour change to the polymer material,

and thus indicated that the plastic has been damaged.

Although a proposed mechanism regarding the ring opening of 6-NO,-BIPS has been
given,’* some aspects are still to be elucidated. Recently, Jeng-Shyong Lin studied the
kinetics of 6-NO,-BIPS in PMMA, PEMA, P(n-Butyl)MA and SBS.'®*° He reported that in
the more polar polymer, photocoloration occurred faster while decoloration was
slower. A polymer with a lower glass transition temperature was found to increase the
rate of discoloration. In 2008, Jannakoudakis et al. conducted a kinetic study of 6-NO,-
BIPS in PS and polycaprolactone with the addition of UV absorbers.!* They found that
the addition of UVASORB SvS and Irganox 1098 increased the rates of ring opening and

closing due to positive plasticization effects.

In this communication, the nitro-substituted spiropyran 6-NO,-BIPS (1',3'-Dihydro-
1',3',3'-trimethyl-6-nitrospiro[2H-1-benzopyran-2,2'-(2H)-indole]) is studied in a variety
of polymer media. Although the study on 6-NO2-BIPS dispersed in polymers has been
studied before, however, the addition of various plasticizers and insight on how they

affect the rate of discoloration has not.
8.2 Methods

The polymers polymethyl methacrylate (PMMA), poly n-butyl methacrylate [P(n-
B)MA], polystyrene (PS), poly tert-butyl styrene (PTBS), polyvinyl acetate (PVAc) and
polycarbonate (PC) were obtained from Polysciences inc. The polymer pairs PMMA/P(n-

B)MA and PS/PTBS allowed us to study the effects of the glass transition temperatures

170



(Tg) and free volume of the polymers while holding the polarity constant. The T, values
of the polymers are reported in Table 8-1, while no free volume values have been
reported for these polymers of particular chain lengths at room temperature (298K).%°
The polymers were purified by dissolving them in dichloromethane, precipitating them
in cold methanol, and then desiccated for 48 hours. The photochromic dye 6-NO,-BIPS
was obtained from Sigma-Aldrich and no further purification was taken. Polycarbonate
was chosen to study the effects of plasticizers because of its good optical and
mechanical properties. Four classes of plasticizers were investigated in polycarbonate.
The first class of plasticizer was the phthalates, which included dimethyl, diethyl,
dibutyl, di- n-octyl, and benzyl butyl phthalates. This class is the most commercially
available plasticizer and thus was studied in more detail. The others included diethyl
adipate (DEA), octanoic and decanoic acid, and 1-octanol. The long chain carboxylic
acids were chosen to study the impact of a protic nature on the rates of decoloration,

while still having a plasticizing ability with their length.

Table 8-1: Glass transition temperatures of polymers investigated in this study

Polymer T. (K)
PMMA 378%
P(n-B)MA 293%
PS 368%
PTBS 399%
PVAC 307%
PC 423%
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Thin films were made by dispersing the dye into the polymer matrix by solution
casting, similar to the method stated in earlier works.”*?* A 1% dye to polymer ratio by
mass was taken to determine the rate of discoloration of 6-NO,-BIPS in the polymers.
The dye was dispersed into the polymer by dissolving both the polymer and dye in
dichloromethane and then cast on a quartz slide. The polymer cast slides were then
desiccated for 48 hours to remove a‘ny remaining traces of solvent. The films were
stored under vacuum and in the dark when not used immediately.

For the decoloration kinetics, the polymer films were first irradiated for 3 minutes
using a Blak-Ray B100 long range UV lamp with a filter allowing wavelengths greater
than 300nm to pass through. This long exposure time was to ensure that the thin film
was converted to the merocyanine species. The colored thin film samples were then
back-irradiated with a 100W visible-range tungsten lamp. The tungsten lamp was found
" to have a radiant flux of 1.49 einstein/s, determined by the chemical actinometer
Aberchrome 540.** Samples were then irradiated with a visible tungsten lamp for time
increments of 5-20 seconds and at least 10 measurements were recorded. Absorption
methods were recorded on a Perkin Elmer Lambda-11 spectrophotometer using a
modified sample holder to support the quarts slides having thin polymer films cast upon
them.

The rate of discoloration was determined using the first order kinetic equation:
ln(AT — AOO) = _kMC—>SPt + ln(AO — Aoo) (8-1)

A linear plot of In(Ar-A..) as a function of irradiation time can be then used to find

the rate of decoloration and assess the assumption of first order kinetics.
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8.3 Results and Discussion
8.3.1 Absorption band shifting and rate of decoloration in neat polymer matrices
Figure 8-2 illustrates the decoloration of irradiated 6-NO2-BIPS dispersed in PS,
PTBS, PMMA, Pn-BMA, PVAc and PC. In PS, the ring-open merocyanine (MC) form was
found to return to the spiropyran (SP) ring-closed structure in a linear fashion, and the
rate constant of decoloration was found to be 0.019 s'_l. 6-NO2-BIPS also returned to the
ring-closed SP form linearly (r*>0.99) in the polymers PTBS, PMMA and PC which had
rate constants of decoloration of 0.018 s*, 0.014 s and 0.009 s respectively.
However, 6-NO,-BIPS was found to return to the colorless SP form in a non-linear
fashion for the polymers PVAc and Pn-BMA. 6-NO,-BIPS in PVAc and Pn-BMA were

investigated near or above the T, (307 K and 293 K, respectively®>?®

) of these polymers
and the kinetics may not be of first order because molecular motions can take place at
this critical temperature. The merocyanine can also take on four conformers, and only
when restricted in a polymer matrix above the Tgv is the rate of decoloration linear.”’
This is the case for the other four polymers which were investigated above their T,
as their rates of decoloration were found to be linear. However, both the local polérity
and polymer free volume may also play a role in ring-closure.?® Above the Tg, the free
volume remains constant, however, a minimum free volume is required for the
mechanism of ring closure to occur, and this minimum volume is observed. When
comparing the rates of decoloration of 6-NO,-BIPS in PS and the bulkier PTBS (0.019 s

and 0.018 s™ respectively), the difference is within experimental error and suggest that

both polymers possess this minimum volume required. For 6-NO,-BIPS in PC, the rate
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Figure 8-2: Plots of the absorbance (at the An.) of 6-NO2-BIPS as a function of

irradiation time in neat polymer media.
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Figure 8-3: 6-NO2-BIPS dispersed in (a) PS (b) PTBS (c) PMMA, (d) Pn-BMA, (e) PVAc

and (f) PC with and without the plasticizer dibutyl phthalate.
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constant of 0.009 s and is well below the rate constants found for 6-NQO,-BIPS in the
other polymers, and could be because PTBS and PS possess pendant groups that can still
undergo motion and facilitate ring-closure even above the T, while PC does not possess

large pendant groups, and thus makes ring-closure rather difficult.

Table 8-2: Decoloration rate constants and absorption maxima for the merocyanine
form of 6-NO,-BIPS (in brackets) in polymers with and without the addition of dibutyl
phthalate (DBP).

Polymer Additive (%) Rate constants of decoloration/ s (Amax/nm)
PS N/A 0.019 (603)
PTBS N/A 0.018 (593)
PMMA N/A 0.014 (574)
PnBMA N/A 0.022 (552)
PVAC N/A 0.027 (558)
PC N/A 0.009 (589)
PS DBP (5%) 0.100 (587)
PTBS DBP (5%) 0.059 (589)
PMMA DBP (5%) 0.101 (571)
PnBMA DBP (5%) 0.077 (549)
PVAC DBP (5%) 0.027 (565)
PC DBP (5%) 0.017 (591)

The polarity of the polymer was assessed by observing the absorption maxima of the
merocyanine structure, which are tabulated in Table 8-2. The general trend is a blue-
shift in the absorption maxima as the polarity of the polymer was increased. This blue
shift has been reported both in liquid and polymer environments.”> The Amax for the
merocyanine (MC) form of 6-NO,-BIPS in PS, PTBS, PMMA and PC were found to be 603
nm, 593 nm, 574 nm and 589 nm respectively. The effect of polarity is best illustrated by

comparing the value of non-polar PS of 603 nm to that of the more polar PMMA (574
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nm). Because MC possesses two full charges (zwitterionic), the blue shift (negative
solvatochromism) arises from a non-polar excited state which is destabilized by the
more polar polymer. This is in accordance with the findings of Jeng-Shyong Lin, who
studied the 6-NO,-BIPS in SBS and PMMA in which he found a blue shift from 600 nm to
575 nm.*®* The effect of plasticization also brings a blue-shift in the absorption band of
the ring-open MC species. Since both pairs of Pn-BMA/PMMA and PTBS/PS are similar in
polarity but differ in T; and free volume, the effects of plasticization and dye-polymer
separation on the absorption maxima can be explained in the absence of solvent
polarity. The Amax of 6-NO,-BIPS in P(n-B)MA was found to be 552 nm and considerably
more blue shifted than the Aqna in PMMA (574 nm). This shows that lowering the T,
resulted in a blue-shift in the absorption maximum and is expected since more
molecular motion of the polymer allows for better relaxation of the polymer around the
ground state, resulting in a large So=>S; energy gap. For the pair PTBS and PS, both
polymers are above their T; and thus only free volume should be considered. The
absorption maxima of PS (603 nm) and PTBS (593 nm) showed a blue shift of 10 nm.
This is considerably smaller than the effects of polarity and T,, however PTBS may have
a larger free volume because of its bulkier tert-butyl group and therefore there is more
space for the ring-closure of 6-NO,-BIPS.
8.3.2 Addition of dibutyl phthalate (DBP) to polymer matrices

The addition of DBP was to observe the effects of plasticization as well as the
potential specific interations between plasticizer and spiropyran, which could in turn

affect the kinetics of the bleaching of the thin films to its colorless form. Adding DBP
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increased the rate constant of decoloraton in all cases. However, the plasticizer had
more influence on some polymer matrices than others. In PS, the rate of decoloration
was found to increase 5 fold (0.019 s to 0.10 s*) and a blue shift from 603 nm to 587
nm suggests that the plasticization greatly increased the rate and interaction of the
polymer with the 6-NO,-BIPS MC structure. Similar observations are found in PMMA,
PTBS and PC. However, the originally non-linear first-order plot of Pn-BMA was found to
become linear with the addition of DBP, with an increased decoloration rate from 0.022
s'to 0.077 s and a blue shift in the absorption maxima of 3 nm was observed upon
adding 5% dibutyl phthalate (DBP). The new linear first-order plot suggests specific
interactions between the DBP and Pn-BMA may have given a negative plasticization
effect (increased T;). However, the increase of polarity was the stronger factor since the
absorption maxima was still blue shifted by 3nm and an increase of decoloration rate by
almost four-fold was still observed. A possible explanation for this could be with the
addition of the plasticizer, the merocyanine conformer that can undergo ring-closure is
preferred to the merocyanine structures that cannot undergo ring-closure. The addition
of 5% DBP to the PVAc matrices was found to bring no change to the rate of
decoloration (0.027 s'l), however the increase in Anax would suggest the addition of this

plasticizer does not prefer one merocyanine conformer over another.
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8.3.3 Effects of plasticizers on the rate of decoloration of 6-NO2-BIPS in polycarbonate
(PC)

Table 8-3: Rates of decoloration and A (in brackets) for the MC form of 6-NO,-

BIPS in PC with plasticizing agents (5% by mass) added.

Additive (%) Rate constants of decolouration/s™ (Amax /nm)
N/A 0.009 (589)
DBP (5%) ' 0.017 (591)
DEA (5%) | 0.0109 (586)
Octanoic Acid (5%) 0.0127 (571)
Decanoic Acid (5%) . 0.0156 (570)
1-octanol (5%) 0.0161 (587)
DMP (5%) 0.017 (593)
BzBP (5%) 0.0153 (594)
DEP (5%) 0.0160 (594)
Dn-OP (5%) 0.0163 (595)

The additions of plasticizers to the polymer thin films were added to elucidate the
effects of depressing the glass transition temperature on the kinetics of ring closure in
6-NO,-BIPS. In addition, the influence of the addition of t!‘wese. plasticizers on the
absorption maxima was also studied. The plasticizeré reported include dimethyl
phthtalate (DMP), diethyl phthalate (DEP), benzylbutyl phthalate (BzBP), di-(n-octyl)
phthalate (D-nOP), diethyl adipate(DEA), octanoic acid, decanoic acid and 1-octanol.
Table 8-3 shows the list of plasticizers (5% by mass) and their respective impact on the
rate of decoloration. When no additive was present, the rate of decoloration of 6-NO,-
BIPS in polycarbonate (PC) was found to be 0.009 s™. With the addition of dimethyl
phthalate (DMP), the rate of decoloration was found to be 0.017 s, which is almost an

increase of two-fold. PC thin films with 5% by mass DEP, DBP, BzBP and D-nOP showed
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similar values with decoloration rates of 0.016 s and 0.017 s, 0.0153 s*and 0.0163 s*
respectively. No trends based on the chain length or sterics was evident in this class of
plasticizers. The absorption maxima of all the phthalate containing polymer thin films
ranged from 591 nm to 595 nm, suggesting that the chain length and bulkiness of the
plasticizers was not a contributing factor to the shift in the absorption band of
merocyanine. DEA-containing PC thin films showed the smallest change in the rate of
decoloration, with a rate constant of only 0.011 s™. However, the absorption energy of
the 6-NO,-BIPS was 586 nm suggesting that the blue-shift was most likely a result of
increasing the polarity of the matrix, rather than plasticization effect, since only a small
increase in the rate of decoloration was observed. In PC with 5% 1-octanol by mass, 6-
NO,-BIPS was found to have an increase in the decoloration constant from 0.009 s to
0.016 s, comparable to that of DEP and dn-OP. The absorption maxima was further
blue-shifted than in PC thin films with phthalate plasticizers, suggesting that the
increase in polarity of the plasticizer may be the principal cause of the increasing blue
shift.

Both octanoic and decanoic acid blue-shifted the spectra enormously with Amax
values of 571 nm and 570 nm respectively. This is the same observation for 6-NO,-BIPS
with the plasticizers the due to the increase of polarity of the plasticizers 1-octanol, DEP
and dn-OP. The addition of octanoic and decanoic acid also (5% by mass) yielded
decoloration rate constants of 0.013 s and 0.016 s respectively. The rate of
decoloration for octanoic acid was less, which is expected since its smaller size would

allow it to have more freedom to interact with 6-NO,-BIPS and not be hindered by the |
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polymer’s restriction of motion. A small decrease in the rate constant of decoloration
was observed for octanoic acid, since the proton could stabilize the ring-open MC
species effectively. However, the same observation does not occur with decanoic acid.
6-NO,-BIPS in PC with decanoic acid showed a rate of decoloration similar to thin films
with phthalate plasticizers added to them.
8.3 Conclusions

A kinetic study of the ring closure of 6-NO,-BIPS was used successfully to show the
relationship of polymer environment on the decoloration rate and absorption. The
addition of plasticizers tested the idea that increasing the mobility of 6-NO,-BIPS in the
restricted polymer matrices allowed for faster reactions. These decoloration rates were
only found to be of first order if the T, of the polymer was above the temperature of
study (~298K). The inclusion of long chain carboxylic acids showed that plasticization’
increase the rate of decoloration, but the protic hydrogen had the ability to stabilize the
merocyanine species, lowering fhe enhancing nature of the plasticizer. Work which was
not reported included the potential ability of the dye to act as a plasticizer itself, and in
turn help its decoloration rates, however by varying the concentration from 1-10%

dye:polymer ratio yielded results that suggest the effect was insignificant.
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Chapter 9

Summary, Conclusions and Recommendations
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9.1 Solvatochromism and Photochromism

Solvatochromism is the effect of solvation on the electronic spectra of solute
molecules and is the central theme of this thesis. This is especially important because if
one desires to manipulate the physical or chemical properties of a molecule in the
condensed phase, one must have an understanding of how the “crowd” can influence
the “individual”. In this section, we demonstrate that the conclusions drawn from
chapters 3-8 provide a qualitative and quantitative definition of solvatochromism, and

show its potential to be used in application.

For a molecule to be solvatochromic, its electronic states will be highly stabilized
or destabilized because of additional attractive or repulsive interactions between the
solute and solvent that would not exist in the gas phase.* Common interactions that can
greatly influence the energy are electrostatic interactions. These interactions are most
easily characterized from the dipole moment, which expresses the non equal
distribution of charge over a molecule as a vector. Upon excitation, the charge
distribution may be sfgnificantly different, resulting in a significantly different dipole
moment, and thus the lowering of energy from electrostatic attraction may increase or
decrease. For Nile Red its excited state dipole moment is greater, which means the
excited state energy surface will be lowered when the solvent polarity is increased. This
was demonstrated in chapters 3 and 4 from experimental and ab initio approaches,
respectively. Ab initio studfes of DMABN and similar molecules also were shown to have
excited state dipole moments that are larger in magnitude, thus exhibiting a red-shift

upon increasing solvent polarity. In contrast, Betaine 30 was found to blue-shift upon
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increasing solvent polarity because its excited state dipole moment was less in
magnitude than it ground state, thus there was less stabilization occurring as a result of

electrostatic attraction.

This solvent-solute interaction is also taken from a more specific perspective. For
example, Nile Red and Betaine 30 possess large ground state dipole moments, and for
this reason, even before excitation, there will be a larger mole fraction of acetonitrile
present in the near vicinity of NR and Betaine 30 than the bulk solution.? This was
demonstrated for these two molecules.in Chapter 3, where it was shown that the Ay

would shift non-linearly upon adding more polar solvent to the mixture.

Solute-solvent interactions can be even more specific, such as hydrogen bonds.
Hydrogen bonds destroy the observable linear shift of An.x from increasing solvent
polarity; and therefore must be taken into account. The TD-DFT of study Betaine 30 in
solvents modeled using a polarizable continuum in chapter 5 Was found to correlate well
with experimental Ana values when using non-hydrogen bonding solvents. However
with alcohols and water, the correlation was poor and inclusion of solvent molecules

coordinating the phenoxide oxygen was required to reproduce A« values.

In order to discuss solvatochromism any further, it is necessary to analyze the
energies of states and the associated dipole moments. Our first pursuit of quantifying
solvatochromism, was determining the difference in dipole moment between the
ground and first excited state for Nile Red in chapter 3. The change in dipole moment

was determined by plotting the Stokes shift vs. the solvent polarity parameter EY,
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where the slope indicates how much the ground and excited state energies have been
stabilized by solvent polarity. It was found that the change in dipole moment of Nile Red
was 2.81 D £ 0.96 D or 2.38 D + 0.76 D, depending on which absorption maxima was
used to calculate the Stokes shift, this was a dilemma not foreseen. The first peak (2.38
D) used to determine the Stokes shift was the one that red-shifted upon increasing
solvent polarity from 530 nm to 551 nm, while the other peak (2.81D) did not change by
more than 5 nm. The peak used by Kawski was the one that red-shifted, and there
calculation of the change in dipole moment was 2.35 D, which is in agreement with our
change in dipole moment when the red-shifting peak is used. However, at this point in
time, no comments in literature have been made regarding the role of the solvent
insensitive peak, why it is the absolute maximum in non-polar solvents and why it
cannot be used in the determination of Stokes Shift. A possible extension of this work
could be to carry out the same method of determining the change of dipole moment of
Nile Red, but in a solvent range of very low polarity. This could not be done for this

thesis because the solvent polarity parameter EY could not be obtained for neat

cyclohexane or low polarity solutions due to the limitations of the UV/VIS spectrometer
used(cannot measure beyond 900nm). An ab initio, TD-DFT study of the
solvatochromism of Nile Red was then carried out in chapter 4, to obtain even more
detail regarding the effects of solvation on the energy of the ground and excited states.
The change in dipole moment from the ground to first excited state was found to be
2.24 D in acetonitrile, which was comparable to our experimental study.® The

polarizability was found to be very large for NR and could potentially be a reason as to
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why previous authors reported high Ap values. Finally, we attributed most of the red-
shift of NR are a direct consequence of the effect of solvent polarity on the excitation,
rather than solvent inducing a geometry change, which in turn affects the excitation

energy.

Solvatochromism also brought the dual fluorescence in DMABN and NR to
attention. It has been suggested that dual fluorescence originates from the emission
from two excited state surfaces, being different from each other in both geometry and
charge distribution (i.e. dipoIeAmoment)“. Experimental research suggests one excited
state has a similar charge distribution to the ground state and an excitation to its surface
results in no red-shift (LE state), while the second excited state surface does experience
a red-shift suggesting that a significant change in charge distribution (CT state) does
occur. Our TD-DFT study of DMABN and similar donor-acceptor molecules in chapter .6
confirm excitations to two state surfaces that mirror the solvatochromic observations in
experiment. However, we did not obtain any excited state geometries that were
significantly different from the ground state. In the gas phase, the most allowed
excitation for DMABN was to the second excited state surface, while direct excitation to
the lowest excited state surface was forbidden. However, with increasing solvent
polarity, the second excited state surface for DMABN was lowered enough in energy
such that it surpassed the LE state surface. This inversion of states was not observed in
our TD-DFT analysis of ABN, DMABE and DMABFE, and is a proposed reason as to why
they do not exhibit dual fluorescence (only emit from their LE band). However, our TD-

DFT study of Nile Red in chapter 4 shows that excitation of Nile Red exclusively occurs to
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the first excited state surface which is of CT character’. This would predict no dual
fluorescence for Nile Red, and is in contradiction to experimental observations. To
resolve this matter, TD-DFT excited state optimizations could be done with the recent
advancement in analytical gradients in the Gaussian 09 software;> however, the new

version of software did not arrive in time (June 2009) to fully pursue this possibility.

To demonstrate applicability, the studies in chapters 5 and 6-8 are directed at
optimizing the function of Betaine 30, PBHAs and 6-NO,-BIPS, all of which are
solvatochromic. Due to its large sensitivity to solvent polarity, the transition energy of

Betaine 30 has been used to create the solvent polarity parameters, EY, which are

reported for over 400 solvents.® This solvent polarity scale has allowed chemists to
select solvents that will optimize the product yield for a chemical reaction, and is not
new. However, we were the first to employ TD-DFT techniques to reproduce the EY
scale computationally, which would be desirable since no solvents must be purchased or
purified. In chapter 5, the excitation energies of Betaine 30 and 45 were successfully
predicted in different solvents mimicked by the polarized continuum model (PCM). It
was_found that the excitation energies were overestimated in non-polar solvents, while
underestimated in moderately polar and polar solvents. However, a linear relationship
between solvent polarity and the excitation spectra of Betaine 30 could be reproduced,
and this allowed the correlation of experimental and theoretical values. Explicitly
coordinating solvent molecules to the phenoxide oxygen of Betaine 30 to reproduce a
specific interaction (hydrogen bonding) was found to improve the very poor excitation

energies in water, methanol and ethanol. A second water molecule was coordinated to
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the first molecule (coordinating to Betaine 30), and the inclusion of two explicit solvent
molecules was found to improve the excitation energy further. Although the pyridinium
moiety of Betaine 30 has been said in the literature to be inaccessible for hydrogen
bonding, it would be interesting to investigate whether a small water molecule could
coordinate to it with its oxygen. Betaine 30 has been modified to possess tert-butyl and
adamanty! substitituents for better solubility in non-polar solvents. The addition of
donor and acceptor groups could be investigated to see whether an even larger charge

transfer can occur during excitation.

The cis/trans  abundance of four  para-N-phenyl-substituted N-
phenylbenzohydroxamic acids was successfully found in the gas phase, ethanol and
water. Our main purpose was determining the effects of solvation and substitution on
the geometry and pKa of PBHASs, such that they are selective in their chelating abilities
with metals. The effects of substitution, solvent, geometry and deprotonation on the
excitation energies were all successfully assessed using TD-DFT. Methyl and methoxy
substitution (-Me and -OMe) was found to help make the cis the more abundant
conformer when deprotonated. -Me and -OMe substitution was found to have raised
the pK, of the cis conformers, suggesting that these derivatives have higher selectivity in
chelation than the unsubstituted acid. NO,-substitution had a negative effect on the cis
abundance and thus lowered the pKy, but the most peculiar observation was found in its
absorption spectra. The effects of solvent polarity showed that the —-OMe and —Me
substituted PBHAs blue-shifted upon increasing polarity while the —NO, substituted

PBHA red-shifted. This opposite response to solvent polarity by -NO, PBHA was due to it
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being a stronger acceptor group than the hydroxamic acid. Therefore the HA functional
group behaved as a donor. An extension of this project would be to study the chelation
of the cis conformer to metals, and whether the effects of solvent could enhance or
weaken this ability. Furthermore, identification of chelation with the use TD-DFT and the

solvatochromic effects with the PBHA-metal complexes could be characterized.

A kinetic study of the effects of polymer environment on the rate of decoloration
of 6-NO,-BIPS was done, ‘in which both an understanding of photochromism and
solvatochromism was necessary. It was found that ring-closure occurred more readily in
polymers with lower glass transition temperatures and that the addition of plasticizers
(lowers the T, further) could enhance the rate of decoloration even more. The rate of
decoloration was linear in polymers that were studied above their T;, while non-linear
for those studied below their T;. The ring opening of 6-NO,-BiPS was not studied since it
is known to non-linear. The absorption maximum of 6-NO,-BIPS was found to blue shift
when increasing the polarity of the polymer and when it had more freedom of motion.
Plasticizers also caused a blue-shift for 6-NO,-BIPS, whether it was due to increasing the
surrounding polarity rather than increasing the mobility could not be concluded. It
would be interesting to investigate whether these plasticizers also increased the rate of
ring-opening, and by determining this, the origin of the effect of ring-closing may be
solved. If the rate of ring-opening also increases with the addition of plasticizers, it could
be due to more polymer mobility (rate of coloration would then increase too), rather
than polarity or a specific interaction between the polymer or plasticizer and 6-NO,-BIPS

and that would help initiate the mechanism for ring-closure.
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